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A neural theory of circadian rhythms: 
AschofFs rule in diurnal and nocturnal mammals 

CARPENTER, GAIL A., AND STEPHEN GROSSBERG. A neural curves to pulses of light in diurnal and nocturnal mam- 
theory of circa&an rhythms: Aschoff’s rule in diurnal and noc- 
turnal mammak Am. J. Physiol. 247 (Regulatory Integrative 

mals, including the “dead zone” of phase resetting insen- 

Comp. Physiol. 16): R1067-R1082, 1984.-A neural model of 
sitivity during the subjective day of a nocturnal mammal 

the suprachiasmatic nuclei suggests how behavioral activity, rest, 
(9,10,18,26), SCN ablation studies (22), and suppression 

and’circadian period depend on light intensity in diurnal and 
of the pacemaker by high light intensities (3, 11). Due to 

nocturnal mammals. These properties are traced to the action the fact that every process in the model has a physical 
of light input (external zeitgeber) and an activity-mediated interpretation, the model also suggests a number of an- 
fatigue signal (internal zeitgeber) on the circadian pacemaker. atomical, physiological, and pharmacological predictions 
Light enhances activity of the diurnal model and suppresses to test its validity. Notable among these are predictions 
activity of the nocturnal model. Fatigue suppresses activity in that test whether slowly varying transmitter gating ac- 
both diurnal and nocturnal models. The asymmetrical action tions form part of the SCN pacemaker. In model circuits 
of light and fatigue in diurnal vs. nocturnal models explains 
the more consistent adherence of nocturnal mammals to As- 

controlling motivated behaviors such as eating and 

chaffs rule, the consistent adherence of both diurnal and 
drinking, such slow gating processes have already been 

nocturnal mammals to the circadian rule, and the tendency of 
used to analyze a variety of abnormal behaviors, such as 

nocturnal mammals to lose circadian rhythmicity at lower light 
juvenile hyperactivity, Parkinsonism, hyperphagia, and 

levels than diurnal mammals. The fatigue signal is related to simple schizophrenia (13, 14). If a slow gating action is 
the sleep process S of Borbely (Hum. Neurobiol. 1: 195-204, verified in the SCN, it would provide a new basis for 
1982.) and contributes to the stability of circadian period. Two analyzing certain abnormalities of circadian rhythms and 
predictions follow: diurnal mammals obey Aschoffs rule less their effects on the motivational circuits that they mod- 
consistently during a self-selected light-dark cycle than in ulate. 
constant light, and if light level is increased enough during The present article analyzes Aschoff’s rule and its 
sleep in diurnal mammals to compensate for eye closure, then 
Aschoffs rule will hold more consistently. The results are 

exceptions and the circadian rule in diurnal and noctur- 

compared with those of Enright’s model. 
nal mammals (l-3). This analysis is based on the same 
processes that have been used to explain all phenomena 

hypothalamus; suprachiasmatic nuclei; transmitter gate; in- 
mentioned above. Each process can, in principle, be 

strumental behavior 
experimentally manipulated to test the analysis by caus- 
ing determinate changes in Aschoff’s rule. For example, 
we predict in section 10 that a diurnal mammal that 

1. Introduction: A Neural Model of Circadian 
obeys Aschoff’s rule in a constant light environment will 

System in Mammalian Suprachiasmatic Nuclei 
obey the rule less consistently at high light levels when 
given dark shelter or lights out during sleep. In section 

A circadian pacemaker that helps to control the wake- 15 we compare our analysis of Aschoffs rule with that 
sleep and activity-rest cycles of mammals has been iden- of other models in the literature. 
tified in the suprachiasmatic nuclei (SCN) of the hypo- 
thalamus (17, 20, 28). A neural model of the SCN circa- 2. Aschoff’s Rule, Circadian Rule, and Exceptions 

dian system has recently been developed (5-7). This 
model was constructed from neural components that 

Enright (11) describes Aschoff s rule and the circadian 
rule as follows: 

have also been used to model motivated behaviors, such 
as eating and drinking, that are controlled by other 
hypothalamic circuits (12, 13, 21). Thus our SCN model 
forms part of a larger theory of how hypothalamic circuits 
are specialized to control different types of motivated 

1. “Aschoff s rule”: For diurnal animals, the free-running period of 
a circadian activity rhythm usually decreases with increasing 
light intensity; the brighter the constant light, the faster the 
animal’s “clock” runs. For nocturnal animals, the converse is 
usually observed: the free-running period of the rhythm increases 
with increasing light intensity. 

behaviors. 2. The “circadian rule”: For diurnal animals, brighter constant light 
Perhaps for this reason our model has been able to prolongs daily wakefulness under free-running conditions, and 

quantitatively simulate a large body of circadian data. also increases the level of arousal, as indicated by the intensity 

These data include split rhythms (16, 23, 25), several 
of locomotor activity. For nocturnal animals, the converse is 

types of long-term aftereffects (3,23,24), phase response 
true: brighter light usually shortens the duration of wakefulness 
and decreases the intensity of activity. 
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These rules hold when an animal is exposed to a 
constant light level at all times. The changes in period 
and activity level are functions of this light level as it is 
parametrically varied. Enright says tha t the described 
changes “usually” occur in diurnal and nocturnal ani- 
mals. Actua lly the re are pronounced differences in how 
universally these rules hold in diurnal and nocturnal 
mammals. For example, Aschoff (3) writes 

For night-active species of mammals . . . there is again an unambig- 
uous picture: with the exception of the fruit bat, Rousettus uegyptiu- 
cus, all species lengthen T [period] as ILL [light intensity] increases 
. . . [but] a bimodal [decreasing-then-increasing] dependence of T 
on ILL could be characteristic for at least some species of night- 
active mammals. Other than the quite uniform T-characteristics 
obtained from night-active mammals and day-active birds, the 
daytime species of mammals . . . show large differences in the 
dependence of 7 on I LL. A lengthening of T with increasing ILL 
prevails, but four species shorten 7, at least within certain ranges 
of intensities . . . . 

Figure 1 describes characteristic data that illustrate As- 
chaff’s rule. 

Thus diurnal and nocturnal mammals are asymmetri- 
cal with respect to how frequently they violate Aschoff’s 
rule. Nocturnal mammals obey the rule more consistently 
than diurnal mammals. When nocturnal mammals do 
not obey Asc hoff s rule, a shortening of period usually 
occurs followed by a lengthening of period. Remarkably 
a similar shortening followed by a lengthening of period 
occurs in many diurnal mammals that do not obey As- 
chaffs rule 
diurnal and 
rule. 

(3), thereby sharpening the sense in which 
nocturnal an imals asymmetrically follow the 

3. Asymmetry of Fatigue and Light 
in Diurnal and Nocturnal Models 

Our SCN model consists of a circadian pacemaker 
with a rhythm modulated by several types of signals. 
One signal is an external zeitgeber due to the action of 
light. Light input is defined to have opposite effects on 
the diurnal and nocturnal pacemaker. A second type of 
signal is a feedback signal to the pacemaker. This signal 
F is interpreted to be an index of the animal’s metabolic 
activity as delivered to the pacemaker through the blood- 
stream. We call this F signal a fatigue signal because it 
tends to inhibit the activity-generating output signal in 
both the diurnal and the nocturnal model .s. Sources of 
the F signal are not necessarily restricted to metabolic 
consequences of overt motor activity. In its present form 
the model assumes that the signal builds up progressively 
as a function of its activity-generating output signal and 
exponentially decays during inactive intervals. The F 
signal is thus a type of activity-mediated internal zeit- 
geber. A third type of signal is also a feedback signal to 
the pacemaker. This signal buffers the pacemaker 
against adve 
weather 9 Yet 

ntitious 
enables 

changes, such as seasonal changes. This feedback s ignal, 
which causes long-term aftereffects and the slow onset 
of split rhythms in the model (5,7), will not be considered 
here. 

1 .ight fluctua tions, such as cloudy 
it to react to pervasive 1 ighting 

We explain Aschoffs rule and its exceptions by ana- 
lyzing the interactions between steady light inputs, the 
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FIG. 1. Schematic graphs of 7 vs. ILL summarized by Aschoff (3). 
Aschoffs review includes 34 experiments on 20 species of nocturnal 
mammals and 19 experiments on 16 species of diurnal mammals. 
Nunbers, no. of Aschoffs graphs with similar shapes. D indicates that 
furthest left data point was computed from a free run in the dark. Most 
nocturnal T functions are monotone increasing. Diurnal T functions are 
more varied. See Aschoff (3) for references. 

F signal, and the pacemaker. In particular the predicted 
differences in the way diurnal and nocturnal activity 
durations and periods react to different levels of steady 
light will be traced to asymmetries in the action of light 
input and F signal on the diurnal and nocturnal pace- 
makers. Whereas both light and fatigue tend to inhibit 
activity-generating output of a nocturnal pacemaker, 
light excites and fatigue inhibits activity-generating out- 
put of a diurnal pacemaker. The more regular adherence 
of nocturnal mammals to Aschoffs rule will also be 
traced to this asymmetry. 

In contrast the circadian rule is robustly obeyed in the 
model except in situations where long-term aftereffects 
predominate. The circadian rule states that an increase 
of steady light intensity stimulates activity in the diurnal 
animal and depresses activity in the nocturnal animal. 
We will explain why action of the light input tends to 
cause the circadian rule, despite action of the F signal, 
even in parameter ranges where the F signal plays a role 
in causing exceptions to Aschoff s rule. 

4. A Connection Between Fatigue Signal 
and Sleep-Dependent Process S 

Due to the importance of the F signal process in our 
explanation of Aschoff s rule, it is interesting to compare 
properties of this process with related concepts in the 
circadian literature. The sleep-dependent process S (4) 
is formally similar to our F process. If these two processes 
turn out to be the same, then manipulations of process 
S should affect period and activity levels in the manner 
predicted by our model. 

Borbely (4) introduces process S to explain his data 
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about sleep regulation in humans. Process S is hypothe- 
sized to summate with the output of a circadian oscillator 
C that, in Borbely’s measurements, covaries with the 
human temperature rhythm. The hypothesis that the 
sum of S and C signals regulates sleep is used to explain 
variations of sleep duration as a function of sleep depri- 
vation and onset time. 

Process S is assumed to progressively build up during 
an activity period and to exponentially decay within a 
few hours during sleep. These properties are also prop- 
erties of the F signal. Our model can be combined with 
the sleep model of Borbely (4) in humans in two different 
ways. In one realization 1) the F signal accumulates 
during the waking state and exponentially decays on an 
ultra&an time scale during sleep; 2) the- F signal feeds 
back to the SCN pacemaker and depresses its activity- 
generati ng output; and 3) output from the SCN sum- 
mates with a signal that covaries with the temperature 
rhythm. This sum controls onset and duration of sleep. 

In the other realization 1 and 2 still hold. The large F 
signal shifts the base line, but not rhythmicity, of the 
SCN pacemaker. Output from the SCN controls the 
onset and 
rhythm. 

duration of sleep and entrains the temperature 

5. Testing Existence of Fatigue Signal 

The F signal plays a role in our SCN circadian model 
that is homologous to the role played by a satiety signal 
in our model of the hypothalamic eating circuit (12, 13). 
As in the case of the satiety signal it is far more difficult 
to characterize the biochemistry of a physiological signal 
than its existence and its behavioral properties. Our 
theory argues for the existence and properties of an F 
signal by demonstrating behavioral consequences of its 
presence or absence. Without this predictive linkage 
between behavior and physiology, it would be impossible 
to discover the chemical signals mediating fatigue feed- 
back and its SCN receptors. 

The present theory enables such biochemical tests to 
be made. For example, if a putative receptor is found, its 
elimination should cause either arrhythmicity or viola- 
tions of Aschoffs rule in the manner predicted by the 
theory. Likewise if F signal receptors are found using 
this method, then putative chemical signals to the recep- 
tors can be tested by directly applying them to the 
receptor sites. Different courses of controlled chemical 
release lead to predictions 
cadian period on dosage. 

about the dependence of cir- 

The F signal also figures prominently in our explana- 
tion of split rhythms and long-term aftereffects (7). 
Destroying putative receptors or applying putative chem- 
ical signals leads to behavioral predictions about how 
split rhythms or long-term aftereffects will be altered. 
Finally the form .a1 linkage between the F signal and 
Borbely -‘s process S (4) enables electroencep halographic 
(EEG) measures to be used to test whether process S 
varies concurrently with the F signal in all experiments 
where Borbely’s procedure can be used. 

The net effect of our theory is thus to suggest many 
interdisciplinary experiments using biochemical, phys- 

A 
ACTIVITY-‘y 

LIGHT AROUSAL 

D ACTIVITY-y 

AROUSAL 

FIG. 2. Anatomy and physiology of diurnal (A) and nocturnal (B) 
gated pacemakers. Potential x1 of an on-cell (population) and potential 
x2 of an off-cell (population) obey &s. 1 and 2, respectively. Transmit- 
ter substance z1 gates the positive feedback signal f(xl) from on-cell 
(population) to itself, and transmitter substance z2 gates positive feed- 
back signal f(x2) from off-cell (population) to itself. I, nonspecific 
arousal level, which excites on-cells and off-cells equally. F excites off- 
cells. Light input J(t) excites on-cells of diurnal model (A) and off- 
cells of nocturnal model (B). Transmitter z1 in &. 3 accumulates via 
term D(E - zl) and is released at rate -Hf(xl)zl. Asimilar law governs 
22 in 
h(xd 

Eq. 4. F signal 
and decays at 

in 
a 

Eq. 5 builds up with behavioral activity via term 
constant rate via term -KF. Many basic model 

persist in modified versions of Eqs. 1-5. Species-specific 
and future data may support particular versions without 

properties 
variations 
altering qualitative explanations of model properties. 

iological, behavioral, and EEG methods to test for the 
existence and properties of the F signal. 

6. Gated Pacemaker Model 

The gated pacemaker model describes the dynamics of 
on-cell/off-cell pairs, called gated 
cells and off-cells mutually inhibit 

dipoles, in which on- 
one another. Popula- 

tions of these gated dipoles are assumed to exist in-each 
SCN. The following processes define the gated pace- 
maker dynamics that will be used in this article (Fig. 2): 
1) slowly 
pleted by 

accumul 
gating 

.ating 
the 

transmitter 
release of 

substances are de- 
feedback signals; 

2) feedback signals are organized as an on-center, off- 
surround, or competitive, anatomy; 3) both on-cells and 
off-cells- are tonically aroused; 4) light excites on-cells 
of a diurnal model and off-cells of a nocturnal model; 
5) on-cells drive observable activity, such as wheel turn- 
ing, in both diurnal and nocturnal models; 6) on-cell 
activity gives rise to an F signal that is fed back to the 
off-cells in both diurnal and nocturnal model. The F 
signal is a time average of the on-cell output signal. The 
model equations for a nocturnal gated pacemaker are 
defined as follows 
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d;xJdt = -AXI + (B - xl)[I + f(xl)d (1 ) n 
- (Xl + Ogb2) 

dxJdt = 4x2 + (B - x2)[I + f (x&z + F + J(t)] (2n) 
- h2 + Ogh) 

dzJdt = D(E - zl) - Hf(xl)zl (3) 

dz2/dt = D(E - z2) - Hf(x& (4) 

dF/dt = -KF + h(xI) (5) 
Variable x1 in Eq. In is the potential of an on-cell 
(population) ul. Variable x2 in Eq. 2n is the potential of 
an off-cell (population) u2. Both x1 and x2 obey membrane 
equations (15). In Eqs. 1 n and 2n the parameter -A in 
terms --Ax1 and -Ax2 determines the fast decay rate of 
potentials x1 and x 2. Also in Eqs. In and 2n term I 
represents the arousal level that equally excites u1 and 
u2. In Eq. In the transmitter substance z1 gates the 
nonnegative feedback signal f(xl) from ~1 to itself. Term 
f(xl)zl is proportional to the rate at which transmitter is 
released from the feedback pathway from ~1 to itself, 
thereby reexciting x1. Off-cells inhibit the on-cells via 
the nonnegative signal g(x2) in term -(xl + C)g(x& 
Equation 2n is the same as Eq. In, except that indexes 1 
and 2 are interchanged and the light input J(t) excites 
02, not ul, because Eqs. 1-5 represent a nocturnal model. 
Also the F signal excites u2 in both nocturnal and diurnal 
models. 

Equations 3 and 4 define the transmitter processes z1 
and z2. In Eq. 3 the transmitter z1 accumulates to its 
maximal level E at a slow rate D via the term D(E - zJ. 
This slow accumulation process is balanced by the release 
of z1 at rate Hf (xl)zl, leading to the excitation of ~1 in 
Eq. ln. A similar combination of slow accumulation and 
gated release defines the dynamics of transmitter 22 in 
Eq. 4. 

The F signal in Eq. 5 is a time average of the on-cell 
output signal h (xl). The decay rate K of F is chosen to 
be slower than A in Eqs. In and 2n but faster than D in 
Eqs. 3 and 4. Whereas parameter D contributes to the 
model’s circadian time scale, parameter X contributes to 
the model’s &radian time scale. 

The diurnal gated pacemaker differs from the noctur- 
nal pacemaker only in Eqs. Id and 2d which def”lne its 
on-cell and off-cell potentials. 

dxr/dt = -AXI + (B - xd[I + fbda + J(t)] W) 
- b1+ c)gb2) 

dxddt = -Ax2 + (B - x2) 

dzJdt = D(E - 

dzaJdt = D(E - 

dF/dt = -KF + h(xl) 6) 

Interpretation of the diurnal equations is similar to that 
of the nocturnal equations. 

A comparison of the nocturnal pacemaker with the 
diurnal pacemaker leads to the follotig physiological 

G. A. CARPENTER AND S. GROSSBERG 

predictions. In nocturnal mammals there are SCN pace- 
maker cells at which the effects of a light pulse J and 
the fatigue signal F summate. These are the off-cells of 
Eq. 2~2. In diurnal mammals a light pulse and the F signal 
are mutually inhibitory at all SCN pacemaker cells. Thus 
a light pulse J excites on-cells in Eq. Id; the F signal 
excites off-cells in Eq. 2d, and on-cells and off-cells are 
mutually inhibitory. In both diurnal and nocturnal mam- 
mals a light pulse excites some SCN cells and inhibits 
other SCN cells. This is because light J excites either 
on-cells or off-cells, and these cell populations are mu- 
tually inhibitory. Also see section 16, which notes that 
light pulses may differentially excite both types of cells 
in some mammals. 

7. Signal Functions, Activity Thresh&s, 
and Attenuation of Light Input During Sleep 

Models in Eqs. 14 are completely defined by a choice 
of the signal functions (f, g, h), light input J(t), and 
parameters. In all simulations the signal functions f(w) 
and g(w) in Eqs. l-4 are chosen to be threshold-linear 
functions of activity w 

fbd = max(w, 0) (6) 

g(w) = max(w, 0) (7) 
The signal diction h(w) is defined in two steps. First, 
the on-cell output signal function h*(w) is defined. Then 
we choose 

h(w) = M max[h*(w) - h*(N), 0] (8) 
Function h*(w) is a sigmoid, or S-shaped, function of 
activity w 

h*(w) = w2/(P2 + w2) (9) 
In our numerical runs, only values of w where h(w) is 
approximately threshold-linear were used. Carpenter and 
Grossberg (6) analyze how pacemaker dynamics are al- 
tered by choosing Merent types of signal functions. 

Physical interpretations off and g have already been 
given. The definitions of h and h* requke further expla- 
nation. Function h*[zl(t)] is interpreted to be the on-cell 
output signal of the pacemaker. Behavioral activity is 
triggered when xl(t) exceeds threshold N. The function 
h[xl(t)] defined by Eq. 8 provides an index of behavioral 
activity. By Eq. 5 fatigue builds up at a rate proportional 
to behavioral activity. Activity ceases when xl(t) 5 N. 
During such a time interval, fatigue decays at exponential 
rate K. 

By so defining fatigue we provide a relatively simple 
description of the model. In more complex versions of 
the model, pacemaker output modulates the arousal level 
of motivational circuits (e.g., for eating, drinking, sex, 
exploratory activity). This arousal level helps to deter- 
mine the sensitivity of these circuits to external and 
internal cues. The resultant behaviors have metabolic 
consequences that contribute to the fatigue signal (7,13). 
This additional complexity has not been needed to qual- 
itatively explain Aschoffs rule or the circadian rule. 

Another factor that we consider herein concerns the 
distinction between overt activity (e.g., wheel turning), 
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wakeful rest, and sleep. In the circadian literature the 
total period (7) is divided into time ((x) during which the 
animal engages in overt activity and the remaining rest 
time (p) (2). No distinction is made between wakeful rest 
and sleep despite a transitional time of wakeful rest 
before, after, and possibly during the overt activity cycle. 
This time of wakeful rest, during which the eyes are open 
but fatigue is decaying, plays a role in our analysis of 
Aschoff s rule because different light intensities can have 
differential effects on the durations of wakeful rest and 
sleep in the model. 

To mathematically distinguish these three states, we 
assume as in Eq. 8 that overt activity takes place when 

x1(t) > N (10) 

A sleep threshold Q is also assumed to exist such that 
N > Q. When 

Q c xl(t) 5 N 

the model is in a state of wakeful rest. When 

xl(t) 5 Q (12) 
the model is in a state of sleep. We define sleep in terms 
of its effects on the pacemaker. The main effect is that 
eye closure (or entering a dark nest) can attenuate the 
light input to the pacemaker. Letting L(t) be the light 
input that reaches the pacemaker when its “eyes” are 
open, we define the net light input in Eqs. Id and 2n to 
be 

that indicate the dynamic factors subserving Aschoffs 
rule and its exceptions in our model. The next section 
describes numerical studies of the circadian rule, and 
section 10 continues the analysis of how these numerical 
properties are generated. This analysis provides a dy- 
namic explanation of how Aschoffs rule and the circa- 
dian rule depend on the physiological processes of our 
model. We pay particular attention to how the F signal 
and the amount of light attenuation that occurs during 
eye closure or lights out influences these rules. Analysis 
of the effects of light attenuation led, for example, to the 
prediction that diurnal mammals obey Aschoff s rule less 
consistently during a self-selected light-dark cycle than 
in constant light. As greater experimental control is 
achieved over the F signal, the analysis can be used to 
suggest behaviorally testable predictions about that pro- 
cess too. For example, we predict that nocturnal mam- 
mals which obey Aschoff s rule will either be arrhythmic 
(section 15) or violate Aschoff s rule if their F signal is 
blocked before it can modulate their SCN pacemaker. 
Given the formal similarity of the F signal to Borbely’s 
sleep-dependent process S (section E), these predictions 
may provide a way to experimentally probe process S 
using properties of Aschoff s rule and the circadian rule. 

JW = { 
L(t) if xl(t) > Q 
8L(t) if xl(t) ZG Q (13) 

Parameter 8 is a light attenuation factor due to eye 
closure. Hence 0 5 8 5 1. We systematically vary the size 
of 8 in our analysis. The fact that 8 is not always zero is 
implied by the ability of light pulses to phase shift a 
mammal’s circadian rhythm while the mammal is asleep 
(6,26)* 

The numerical studies consider eight cases that arise 
from combining the following three alternatives in all 
possible ways: 1) nocturnal vs. diurnal, 2) no fatigue 
signal vs. large fatigue signal, and 3) no light attenuation 
by eye closure (0 = 1) vs. maximal light attenuation by 
eye closure (0 = 0). 

Our main mechanistic insight about Aschoffs rule is 
that fatigue causes the rule to hold. The asymmetrical 
frequency with which the rule holds in diurnal vs. noc- 
turnal mammals is traced to the asymmetrical manner 
in which light perturbs diurnal and nocturnal models 
with respect to site of action of fatigue, (Fig. 2). 

Our definitions of wakeful rest and sleep are chosen 
for simplicity. In species for whom a separate tempera- 
ture pacemaker helps control sleep onset, a more complex 
definition is needed to discuss situations wherein the 
SCN and temperature pacemakers become desynchro- 
nized (8,30). Also, our definition of the feedback F signal 
assumes that no fatigue accumulates during wakeful rest. 
The simulations thus make the approximations that the 
F signal builds up much faster during overt activity than 
during wakeful rest and that all oscillators controlling 
sleep onset are approximately synchronized. In species 
that spend most waking hours actively exploring or con- 
summating, the lack of fatigue buildup during wakeful 
rest causes no loss of generality. In other species an 
obvious extension of the model would postulate a smaller 
rate of fatigue buildup during wakeful rest than during 
overt activity. In any case the present hypotheses have 
proved sufficient to qualitatively explain Aschoff s rule 
and the circadian rule. 

To start, consider the nocturnal and diurnal models 
with no fatigue (F = 0) and no light attenuation (0 = 1). 
By Eqs. l-5, the nocturnal and diurnal pacemaker models 
are symmetrical: off-cells in the nocturnal model play 
the role of on-cells in the diurnal model and conversely. 
Thus 7 of both models is the same. Consequently As- 
chaffs rule cannot occur in this case. It must depend on 
either fatigue, light attenuation, or both. In nocturnal 
and diurnal models on-cell output causes behavioral ac- 
tivity. The cy of the nocturnal model consequently varies 
in a complementary manner with respect to the CY of the 
diurnal model. This property exemplifies the fact that 
the circadian rule holds in our model in all eight cases. 

8. Aschoff’s Rule and its Exceptions: 
Numerical Studies 

Figure 3 summarizes how 7 varies with increasing 
steady light levels in the eight cases. In every case all 
parameters are held constant, other than the parameters 
controlling light attenuation (0) and the amount of fa- 
tigue (A4 in Eq. 8). The fixed parameters are listed in 
Table 1. These parameters were chosen so that no single 
term in Eqs. 1-4 dominates any other term. A method 
for balancing-terms in this way is described in Ref. 6, 
where it is shown that clock-like oscillations are gener- 
ated within a wide numerical range of balanced param- 
eters. 

This section describes parametric numerical studies The parameters 0 and M were chosen to maximize the 
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FIG. 3. Period 7 as function of light intensity LL; 8 curves corre- 

spond to 8 combinations of nocturnal vs. diurnal, 8 = 1 vs. 8 = 0, and 
F large vs. F = 0. All model parameters are chosen as in Table 1. LL, 
linear function of logarithm of ambient light intensity. This transfor- 
mation is assumed to occur in pathway from retinal receptors to 
suprachiasmatic nuclei. Choice A = 1 in Table 1 fixes dimensionless 
time scale. For comparison we have transformed time scale so that in 
each case 7 = 24 h in the dark. This is accomplished by multiplying 
dimensionless T of Eqs. l-5 by 0.552 h (A, B) or by 0.305 h (C, D). 

differences between small and large light attenuation 
and fatigue effects. In particular we chose 8 = 0 in Fig. 
3, B and D, to illustrate maximal light attenuation during 
sleep. We chose 0 = 1 in Fig. 3, A and C, to illustrate no 
light attenuation during sleep. We chose 2M = 0 and F(0) 
= 0 in Fig. 3, C and D, to illustrate the case of zero 
fatigue. In Fig. 3, A and B, 1M was chosen to maximize 
the effects of fatigue. Very large 1M values cause such a 
large F signal that behavioral activity is suppressed al- 
most as soon as it begins. In Fig. 3 comparing A with C 
and B with D shows the choice 1M = 0.1 causes a signif- 
icant effect of fatigue withoutpreventing sustained bouts 
of behavioral activity from occurring. 

We now consider Fig. 3 in detail. Each graph depicts 
period of the nocturnal model and the diurnal model as 
a function of parametric increases in steady light level 
(LL). Figure 3C describes the case of no light attenuation 
(0 = 1) and no fatigue (F = 0). Because both nocturnal 
and diurnal models have the same period in this case, 
only one curve is shown. As a function of increasing LL, 

this curve decreases before it increases. Thus the curve 
does not obey Aschoffs rule for either nocturnal or 
diurnal mammals. However, as shown in Fig. 1, there 
exists both nocturnal and diurnal mammals whose period 
changes in the manner of Fig. 3C as a function of LL. 

In Fig. 3A no light attenuation during eye closure 
occurs, but there exists a significant F signal. The F 
signal causes distinct 7 values to occur in the nocturnal 
and diurnal models. Moreover, each graph of 7 vs. LL 
exhibits Aschoff s rule. In Fig. 3 the comparisons of A 
with C and B with D are the basis for our claim that 
fatigue is a primary factor in generating Aschoffs rule. 
This comparison also leads to the prediction that noc- 
turnal mammals obeying Aschoffs rule will either be 
arrhythmic (section 15) or will violate Aschoff s rule if 
their F signal is blocked before it can modulate their 
SCN pacemaker. 

Deviations from Aschoffs rule are explained by the 
joint action of fatigue and light attenuation due to eye 
closu re. A comparison between Fi .g. 3, A and B , illustrates 
one of these deviations. In both figures fatigue feedback 
is effective. The figures differ only in how much light 
attenuation occurs during sleep. In Fig. 3B the nocturnal 
model continues to obey Aschoffs rule, whereas the 
diurnal model does not. This fact is a basis for our 
explanation of the greater tendency of nocturnal mam- 
mals to obey Aschoff s rule. Despite violation of Aschoff s 
rule by the diurnal model, the diurnal model’s period 
curve is similar to curves generated by certain diurnal 
mammals (Fig. 1). The differential reactions of nocturnal 
and diurnal models to the interaction between light 
attenuation and fatigue reflects the asymmetrical sites 
of action of these factors in the nocturnal and diurnal 
pacemakers. - 

The rate-limiting role of fatigue in generating As- 
chaffs rule is again shown by comparing Fig. 3, B and 
D. In both cases light is significantly attenuated during 
eye closure. In Fig. 30, however, no fatigue is registered 
at either pacemaker. At low light levels, curves generated 
by the nocturnal and diurnal models are opposite those 
one would expect from Aschoffs rule. Thus our model 
predicts that if a technique could be found to prevent 
registration of the hypothesized F signal by SCN off- 
cells, then the experimental animal should violate As- 
chaffs rule. The period 7 of the nocturnal model in Fig. 
30 increases with LL at large values of LL. Thus in all 
the graphs in Fig. 3 the nocturnal model obeys Aschoff s 
rule, at least for large values of LL. This property also 
supports the idea that nocturnal mammals obey As- 
chaffs rule more consistently than diurnal mammals. 

Due to the importance of the comparison between Fig. 
3, A and B, we compare these curves with curves gener- 
ated in response to a different choice of pacemaker 
parameters. Figure 4 shows the curves obtained when all 
parameters except the arousal level (I in EQ~. 1 and 2) 
are the same as in Table 1. To obtain Fig. 4 a lower 
arousal level (I = 0.1) was used. All qualitative properties 
of Fig. 3, A and B, are preserved in Fig. 4, A and B, 
respectively. Aschoffs rule again holds in Fig. 4A. The 
curves in Fig. 4B look as if their abscissas have been 
stretched at small values of LL. The effect causes, for 
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A B A B 
F LARGE F LARGE 

W NOCTURNAL 

-  OIURNAL 

FIG. 4. Period T as function of light intensity LL. The 4 curves 
correspond to 4 combinations of nocturnal vs. diurnal and 8 = 1 vs. 8 
= 0 when F is large. Arousal level I = 0.1. All other parameters are 
chosen as in Table 1. By multiplying dimensionless 7 values of Eq. l- 
5 by scaling factor 0.472 h, 7 in the dark is fixed at 24 h. 

TABLE 1. Parameter values 

Parame- 
ter Value Interpretation 

A 1 
B 5 
c 0.5 
D 0.01 
E 0.4 
H 0.02 
I 0.13 
K 0.17 
N 0.72 
Q 0.67 
P 1 

M 

8 
1 0 0.1 I 
{ 0 1 1 

G decay rate 
maximal xi 
minimal Xi 
Zi accumulation rate (slow) 
maximal Zi 
zi release rate 
arousal 
F decay rate 
activity threshold 
sleep threshold 
x1 value where on-cell output is half-maximal 
F=O 
F large 
no light attenuation during sleep 
complete light attenuation during sleep 

example, the period curve of the nocturnal model in Fig. 
4B to increase more slowly as a function of LL than in 
Fig. 3B. In Figs. 3B and 4B the nocturnal model loses 
circadian rhythmicity at a lower light level than the 
diurnal model. Thus the model reflects Aschoff’s obser- 
vation (3): “Among the mammals, an intensity of 100 lx. 
is surpassed by 37% of nightactive species, and by 71% 
of the dayactive species.” 

9. Circadian Rule: Numerical Studies 

In contrast to Aschoff s rule, the circadian rule holds 
for both nocturnal and diurnal model in all eight cases. 
Figure 5 summarizes illustrative numerical results by 
plotting a! (duration of behavioral activity) as a function 
of LL. We define CY in the model as the total amount of 
time during each cycle when 

xl(t) > N (10) 
as in section 7. In all cases a! increases with LL in the 
diurnal model and decreases with LL in the nocturnal 

a 
E I 

7 NOCTURNAL 

m OIURNFlL 

8 
4hoo 0102 0: OY O!OS 

LL 
DO 

C D 
FIG. 5. Length ac of activity interval as a function of light intensity 

LL. Systems in A-D correspond to systems in Fig. 3, A-D, respectively. 

model, .as essentially always occurs in the mammalian 
data. The circadian rule is primarily due to the fact that 
light excites on-cells in the diurnal model and off-cells 
in the nocturnal model, whereas in both cases on-cell 
output supports behavioral activity. 

Why do light attenuation and fatigue not cause fre- 
quent exceptions to the circadian rule as they do to 
Aschoffs rule? This issue will be more extensively dis- 
cussed in sections 12 and 13, but some intuitive com- 
ments can immediately be made. Fatigue is a feedback 
signal that is contingent upon on-cell activity. Whenever 
fatigue becomes strong enough to attenuate on-cell activ- 
ity while the animal is active, it also undermines its own 
source of activation. An analysis of wakeful rest and 
sleep shows how fatigue causes its different effects on CY 
and 7. Light attenuation occurs only when the animal is 
asleep. Hence it has little effect on a! and the circadian 
rule, as can be seen by comparing Fig. 5A with 5B and 
Fig. 5C with 50. 

By comparing Figs. 3 and 5, numerical plots of p 
(duration of wakeful rest plus sleep) as a function of LL 
are obtained. Figure 6 shows that p is not always a 
monotonic function of LL despite the fact that a! is 
always a monotonic function of LL. The comparison 
between Figs. 5 and 6 provides one of many examples 
showing that the relationship between activity and sub- 
sequent rest-sleep is far from simple. 
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FIG. 6. Length p of rest interval as function of light intensity 
Systems A -D correspond to systems in Fig. 3, A-D, respectively. 

I LL l 

DO 

F=O 

C D 

06 

LL. 

10. Light Attenuation and Self-Selected Light-Dark 
Cycles in Diurnal Mammals: A Prediction 

The importance of the light attenuation factor 8 is 
shown by experiments on diurnal mammals which con- 
trast the 7 that is found under steady light conditions 
with the 7 that occurs when the mammal can eliminate 
light before going to sleep. Our analysis leads to some 
predictions within this paradigm. 

As reported by Aschoff (3) “. . . lengthenings of 7 due 
to self-selected light-dark cycles have been observed in 
the Rhesus monkey, Macaca mulatta, [31], in the squirrel 
monkey, Saimiri sciureus, (Tokura and Aschoff, unpubl.) 
and in man [29] .” Wever (30) reports numerous experi- 
ments on man in which 7 is longer during self-selected 
light-dark cycles than during constant illumination. 

We predict that a diurnal mammal which self-selects 
light-dark cycles will, at sufficiently high illuminations, 
tend to violate Aschoffs rule more than the same mam- 
mal kept in continuous light at these illumination levels. 
We also predict that if light level is increased enough 
during sleep in diurnal mammals to compensate for eye 
closure, then Aschoff s rule will tend to hold more con- 
sistently. 

As pointed out by Wever (30), a self-selected light- 
dark cycle is experienced, to some extent, by any animal 

G. A. CARPENTER AND S. GROSSBERG 

that shuts its eyes during sleep. In the model, normal eye 
closure in a lighted room corresponds to a value of 8 
between 0 and 1. A self-selected light-dark cycle is iden- 
tified with the case 0 = 0. The case 8 = 1, in contrast, 
corresponds to an animal which is sensitive to light even 
when its eyes are closed and has no dark hiding place. 

Figures 3 and 4 indicate that a lengthening of 7 occurs 
in the diurnal gated pacemaker with complete light at- 
tenuation during sleep. In all cases and at all light levels, 
7 is lengthened when 8 = 0 (right columns) compared 
with when 0 = 1 (left columns). This is because a model 
animal asleep in the dark (0 = 0) must wait for the 
internal pacemaker dynamics to cause awakening. How- 
ever, a model animal asleep in the light (0 > 0) has the 
joint action of both arousal (1) and light input (J = 8L) 
in EQS. Id and 13 working to hasten the onset of the next 
activity cycle. Thus p is shorter when 0 is positive than 
when 8 = 0, as in Fig. 6 (diurnal). Consequently 7 is also 
shorter when 8 is positive than when 0 = 0, as in Figs. 3 
and 4 (diurnal). 

Finally, comparisons between A and B in both Fig. 3 
and Fig. 4 suggest the following prediction. When F is 
large and 8 = 1 (Figs. 3A and 4A), Aschoffs rule holds: 
diurnal 7 decreases as LL increases. In contrast, when 
8 = 0, the graph of diurnal 7 values first decreases and 
then increases. The model thus predicts that a diurnal 
mammal which obeys Aschoffs rule in a constant light 
environment will obey the rule less consistently at high 
light levels when given dark shelter or lights out during 
sleep and will obey Aschoffs rule more consistently if 
light level is increased during sleep. 

11. Stability of 7: Clock-Like Properties 
of Gated Pacemaker 

Almost by definition a circadian pacemaker must keep 
approximately accurate time despite the intrusion of a 
fluctuating chemical or electrical environment. The basic 
gated pacemaker, without fatigue, is clock-like in the 
dark (6). In particular the transmitter accumulation rate 
(D) in Eqs. 3 and 4 determines the approximate period 
of the pacemaker in the dark, except near the limits 
where circadian rhythmicity breaks down. Once D is 
fixed the other parameters such as arousal level (I) have 
comparatively little effect on 7. 

Except at extreme parameter values this stability of 7 
is maintained by the joint action of fatigue and light 
attenuation (Fig. 4B). Section 13 will analyze the follow- 
ing properties in detail. If the diurnal pacemaker receives 
a light input at the on-cells the subsequent increased on- 
cell activity causes a larger F signal to the off-cells, and 
the new balance between light and fatigue keeps a! close 
to its dark value. If the nocturnal pacemaker receives a 
light input at the off-cells, the subsequent decreased on- 
cell activity causes a smaller F signal to the off-cells: the 
sum of light input plus fatigue at the off-cells is balanced, 
and (X is again preserved. During sleep in both diurnal 
and nocturnal models, light attenuation implies that p is 
relatively unaffected by the ambient light level. Thus the 
sum 7 = cu + p is kept approximately constant and 
independent of the light levels. 
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12. Analysis of Aschoff’s Rule 

We will now analyze the factors that generate curves 
of the form shown in Figs. 3-6. Of the eight cases 
(nocturnal vs. diurnal, F = 0 vs. F large, and 0 = 0 vs. 
8 = l), some can be easily explained by using qualitative 
arguments. These cases will be treated in the present 
section. The more difficult cases are discussed in sections 
13 and 14. 

A. Basic pacemaker: F = 0 and 8 = 1. Consider Fig. 
3C. In this case neither fatigue feedback nor light atten- 
uation due to eye closure occurs, so both diurnal and 
nocturnal models generate the same 7 as a function of 
LL. Consider a diurnal model for definiteness. How can 
we explain the effect of a parametric increase in steady 
light level on such a model? 

By Eq. Id the light input J(t) directly excites on-cells. 
As a first approximation, an increase in J tends to shift 
the graph of xl(t) upward. Figure 7A depicts an upward 
shift of the graph xl(t) generated by the model in the 
dark. This upward shift idealizes the effect of a para- 
metric increase in LL. Figure 7B compares the graph of 
xl(t) generated in the dark with the graph of xl(t) gen- 
erated by a positive level of LL. 

In Fig. 7A the graph of xl(t) is compared with the 
threshold N at which the model becomes active. The 
activity period cu is the total time when 

a(t) > N (10) 

ACTIVITY 
REST 

‘0:oo IL. 00 28.00 
T [HOUR 

, ALPHA 

A 

DIURNRL 
F=D RHO 

I 6=1 

ACTIVITY 

REST I3 

61 
‘01 00 lb.00 218.00 ui!. 00 Sk 00 7b. 00 

T [HOURS1 

FIG. 7. Comparison of on-cell potential in light with an upward shift 
of on-cell potential in the dark. Diurnal on-cell potentials xl(t) are 
plotted for case F = 0 and 0 = 1, as in Figs. 3C, SC, and 6C. All 
parameters are chosen as in Table 1. A plots xl(t) in the dark, and 
same curve shifted upward by 0.1. B plots xl(t) in the dark and x1(t) 
when LL = 0.026. In all 4 curves 7 = 24 h. 

during one cycle. In Fig. 7A the increment ACU in CY caused 
by an upward shift in the graph of xl(t) is compensated 
by an equal decrement Ap in p. Consequently 7 does not 
change as LL increases if the only effect of LL is to cause 
an upward shift in the graph of q(t). Figure 7B shows 
that the upward shift described by Fig. 7A is approxi- 
mately valid. At the light level chosen for Fig. 7B, ACU 
exactly balances Ap so that 7 in LL equals 7 in DD. The 
shift approximation is valid at low and moderate light 
levels (Fig. 3C) but begins to break down at high light 
levels. Section 14 explains why this happens. 

B. Aschoff’s rule is due to fatigue: F large and 0 = 1. 
Our explanation of Aschoffs rule depends on the fact 
that fatigue can cause a relatively large change in the 
approximate balance between Aa and Ap. A comparison 
between Fig. 5, A and C, (cu) and between Fig. 6, A and 
C, (p) illustrates this property of the model. In Fig. 5A 
the graphs of cy as a function of LL are relatively flat; in 
Fig. 5C the graph of the diurnal a! rises sharply, and the 
graph of the nocturnal a! falls sharply as LL increases. 
In contrast the graph of nocturnal p in Fig. 6A is similar 
to that of the nocturnal p in Fig. 6C, and the diurnal p 
graphs are also similar. The effect of fatigue on the 
balance between a! and p gives Aschoff s rule in Figs. 3A 
and 4A. We now consider how fatigue causes large devia- 
tions in this approximate balance of Aa and Ap. 

Consider the diurnal model depicted in Fig. 3A. In. this 
model the F signal becomes large during activity, but no 
light attenuation occurs during sleep. We assume that 
fatigue decays with a time scale that is shorter than the 
duration of p in the no-fatigue case (Fig. 3C). Under 
these circumstances light activates on-cell activity that 
in turn causes a build up of fatigue. Fatigue excites the 
off-cells that inhibit the on-cells, thereby tending to shut 
down the on-cell activity. Fatigue then tends to shorten, 
or clip, the time intervals when xl(t) is large. Parameter 
a is hereby significantly decreased by the action of fa- 
tigue. In contrast, after on-cell activity is reduced and 
rest or sleep begins, the F signal is no longer activated 
by the on-cells. Fatigue exponentially decays with a time 
scale that is shorter than the duration of p in the no- 
fatigue case. Thus the F signal has significantly decayed 
before off-cell activity would otherwise spontaneously 
decay. Fatigue consequently has little effect on p. 

The net effect of fatigue in this case is to cause a 
significant decrease of CY relative to the no-fatigue case 
and a small change in p relative to the no-fatigue case. 
In all, a decrease in 7 is caused. As LL is parametrically 
increased, these effects of fatigue also increase. Thus a 
decrease of 7 as a function of LL is predicted in the 
diurnal model of Fig. 3A. A comparison of cy values for 
the diurnal models, as described in Fig. 5, A and C, shows 
that a large F signal can almost eliminate the increase 
in cw that would otherwise be caused by light. A similar 
comparison of Fig. 6, A and C, shows that a large F signal 
has little effect on p as a function of LL. 

A similar argument applies to the nocturnal model in 
Fig. 3A. The main difference with the diurnal model is 
that light and fatigue both activate off-cells. In the 
absence of fatigue, LL increases p and decreases CY (Figs. 
5C and 6C). In the nocturnal model with fatigue, a 
parametric increase in LL causes a parametric decrease 
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in on-cell activity that in turn causes a parametric de- 
crease in fatigue. ,This parametric decrease in fatigue 
tends to disinhibit parametrically on-cell activity. Con- 
sequently fatigue tends to compensate for the direct 
effect of LL on the decrease in CY. Thus a! decreases more 
slowly with fatigue than without fatigue as LL increases. 
The increase of p with LL accompanied by the attenuated 
decrease in CY with LL predicts that 7 increases with LL 
in this nocturnal model. A comparison of the nocturnal 
models described in Figs. 5, A and C, shows that a large 
F signal can almost eliminate the decrease in cu that 
would otherwise be caused by light. A similar comparison 
of Fig. 6, A and C, shows that a large F signal has little 
effect upon p as a function of LL. 

C. Light attenuation during sleep: 8 = 0. We now 
consider some of the main effects that are due to light 
attenuation during sleep. Two general properties guide 
this discussion: 1) because light is not attenuated when 
the model is active, light attenuation has little effect on 
cw in Fig. 5, B and D, compared with Fig. 5, A and C, 
respectively, in which no light attenuation occurs; 2) the 
effects of light attenuation on p are more subtle. Param- 
eter p is the sum of the durations of wakeful rest and 
sleep within one cycle. Light attenuation occurs only 
during the sleep component of p. Figure 8 describes the 
effects of a shift in the curve of xl(t) on the duration of 
wakeful rest. The shift in Fig. 8 causes approximately no 
change in this duration. This is not always true, and 
section 13 will investigate those cases in which the du- 
ration of wakeful rest changes significantly as LL in- 
creases. Where this approximation holds, we can con- 
clude that the duration of wakeful rest changes relatively 
little as a function of LL. The main differential effects 
of 8 = 0 vs. 8 = 1 on p occur during the sleep interval. 

If 8 = 0, then no light is registered during sleep. Let 
us assume that the model is in approximately the same 
state whenever x1(Z) reaches the sleep threshold Q, as in 
Eq. 12. Because no light is registered during sleep, the 
duration of sleep 
LL increases. 

will then be approximately constant as 

Because p is the sum of wakeful rest and sleep dura- 
tions, p is approximately constant as LL increases, if the 

FIG. 8. Graph xl(t) in the dark is compared with same curve shifted 
up by 0.15. Durations of 2 brief wakeful rest periods are little affected 
by s&h a shift. All parameters are chosen as in Table 1. 

approximations we have made are valid for diurnal 
models. A comparison of Fig. 6, B and D, with Fig. 6, A 
and C, illustrates the extent to which this property holds, 
especially for diurnal models. 

D. Exceptions to As&off’s rule: F = 0 and 0 = 0. Let 
us apply these approximations to the diurnal model in 
Fig. 30. This diurnal model differs from the diurnal 
model in Fig. 3C only because it attenuates light during 
sleep. In the diurnal model of Fig. 3C an increase of LL 
causes an increase of a! and a decrease of p. By the above 
argument the increase of a! is little affected by light 
attenuation, but the decrease .of p (Fig. 6C) is eliminated 
in the diurnal model with 0 = 0 (Fig. 6D). The net effect 
is an increase of 7 as a function of LL, which is observed 
(Fig. 30). 

Similarly, to understand the nocturnal model of Fig. 
30, we compare it with the nocturnal model of Fig. 3C. 
In this latter model (F = 0 and 0 = l), an increase of LL 
causes a decrease of a! and an increase of p. This decrease 
of cu is little affected by switching from case 8 = 1 to 
8 = 0, because light attenuation during sleep has little 
effect on wakeful activity (Fig. 5D). In contrast, switch- 
ing from case 8 = 1 to 8 = 0 has a large effect on p. If 
8 = 0, changes in light intensity tend not to influence p. 
Figure 6D shows that this tendency is valid at low and 
moderate light levels. Section 14 explains why p increases 
with LL at large light levels. 

E. Difficult cases. The preceding analysis does not 
answer the following questions. 1) When F is large and 
8 = 0, why does the nocturnal model obey Aschoff s rule 
while the diurnal model generates a nonmonotonic T 
(Fig. 3B)? 2) In the absence of fatigue, why does the 
nocturnal 7: always increase at high light levels (Fig. 3, C 
and D)? Answers to these questions require a more 
detailed analysis of the dynamics of Eqs. l-5 than that 
which was used to explain the other cases. This finer 
analysis is described in sections 13 and 14. 

13. Analysis of Joint Action of Fatigue 
and Light Attenuation on Circadian Period 

To answer the first question we need to consider more 
closely the asymmetrical action of fatigue and light at- 
tenuation of the diurnal and nocturnal models. No ar- 
gument has yet studied how these factors alter dynamics 
of the transmitter gates z1 and z2 through time. Now we 
do so. 

First we will discuss the diurnal model of Fig. 3B. This 
model differs from the diurnal model of Fig. 3A only 
because it attenuates light during sleep. We can therefore 
use the same reasoning as in Fig. 3A to conclude that cy 
in Fig. 3B and 5B is relatively insensitive of LL. All our 
analysis will be devoted to showing why p (Fig. 6B), and 
hence 7, first decreases and then increases as a function 
of LL. We consider the decreasing and the increasing 
portions of the p curve separately. 

A. Basic pacemaker in the dark. To begin this analysis 
we need to study how x1 and x2 are switched on and off. 
For simplicity, we first consider the pacemaker when the 
light input is zero (J = 0) and fatigue is zero (F = 0). 
This basic pacemaker is analyzed in detail in Carpenter 

 on N
ovem

ber 4, 2008 
ajpregu.physiology.org

D
ow

nloaded from
 

http://ajpregu.physiology.org


NEURAL THEORY OF CIRCADIAN RHYTHMS: ASCHOFF’S RULE R1077 

and Grossberg (6). The pacemaker equations for the 
gated pacemaker in the dark with no fatigue are 

dxJdt = -AXI + (B - xl)[l + f(xl)zll (14) 
- (Xl + Og(x2) 

dx,/dt = 74x2 + (B - xz)[I + f Mzzl (15) 
- (x2 + Og(x1) 

dz,/dt = D(E - zl) - Hf(x& (3) 

dz2/dt = D(E - z2) - &lf(x2)z2 (4) 

Suppose that this system begins with x1 large and x2 
small, but with both transmitters fully accumulated, so 
that by Eqs. 3 and 4 z1 N E and z2 N E. At first, x1 
maintains its advantage over x2 as follows. Because xl is 
large and z1 E E, the feedback signal from the on-cell 
(population) u1 to itself is large, as is the negative feed- 
back signal g(xJ from ul to the off-cell (population) ~2. 
Because f (x1) is large, however, z1 is slowly depleted at 
the rate -Hf (xl)zl by Eq. 3. As a result the gated signal 
f(xl)zl gradually becomes small despite the fact that x1 
remains large. 

During this time x2 and its feedback signal f (x2) remain 
small. Thus the transmitter release rate -Hf (x2)22 in Eq. 
4 also remains small, and 22 remains large as z1 is grad- 
ually depleted. As a result of these changes the positive 
feedback term 

(B - %)[I + fh)Gl (16) 
in Eq. 14 diminishes relative to the positive feedback 
term 

@ - xz)CI + f (x2)zql (17) 

in Eq. 15. Because f(w) = max(w, 0) by Eq. 6 the feedback 
functions 

Hz(w) = (B - MI + f(w)4 (18) 
have the form depicted in Fig. 9 at different values of z. 
If x2 is near zero then H,,(xz) s BI given any value of 22, 
0 5 22 5 E. In contrast, if x1 is large Hxl(xl) > BI for 
21 = E, whereas Hz,(xl) < BI for zl N 0. Thus as z1 is 
depleted, the relative sizes of Eqs. 16 and 18 can reverse, 
even while x1 is still large. 

Due to the relatively large decrease in Eq. 16, x1 itself 
begins to decrease, as does g(xl) in Eq. 15. The positive 
term (Eq. 17) in Eq. 15 can therefore begin to overcome 
the negative feedback term 

4x2 + CM%) (19) 

in Eq. 15, and x2 begins to grow. At first the growth of x2 
does not depend on the size of 22, because if x2 is small 
then Hz(x2) z BI no matter how z is chosen. As x2 begins 
to increase, however, the continued increase of x2 de- 
pends critically on the fact that 22 is large, since HE(x2) 
is an increasing function qf x2, whereas Ho(x2) is a de- 
creasing function of x2 (Fig. 9). Because 22 is large when 
x2 begins to grow, a switch in the relative sizes of x1 and 
x2 occurs. As x2 becomes large, it suppresses x1 via the 
large negative feedback signal g(x2) in Eq. ’ 14. Now x2 
has the advantage, and the competitive cycle starts to 

W =B 

FIG. 9. Positive feedback function H,(w) in Eq. 18 plotted as fi.mc- 
tion of w at several values of parameter z. When z < I/B, Hz(w) is a 
decreasing function of w. When z > I/B, Hz(w) has a local maximum 
between w = 0 and w = B. In the plots, B = 5, E = 0.4, I = 0.1, and 
f(w) = max(w,O). 

repeat itself as z2 is depleted and z1 is replenished. 
B. Diurnal model with F large and 8 = 0. To under- 

stand the diurnal model of Figs. 3B and 4B, the influ- 
ences of fatigue and light attenuation on the pacemaker 
must be considered. To study the influence of these 
factors on p, we consider the phase of the circadian cycle 
when x2 has just won the competition with x1. Due to the 
earlier large values of x1, the F signal is large at this 
transition by Eq. 5. As x1 decreases below the sleep 
threshold Q in Eq. 12, the light input J(t) shuts off, 
because 8 = 0 in Eq. 13. Consequently throughout the 
sleep interval, only the arousal input I occurs in Eq. Id 
to help xl compete with x2, and x1 obeys Eq. 14 of a basic 
pacemaker in the dark. 

In contrast, at the beginning of wakeful rest and sleep, 
x2 receives a large F signal. This signal acts like an 
excitatory input that increases the asymptote of x2 rela- 
tive to the values attained by the pacemaker Eq. 15 
without fatigue. Furthermore, increased LL causes in- 
creased levels of fatigue, and hence larger x2 values, early 
in sleep. A larger x2 function causes a smaller z2 function 
by Eq. 4. Figure 10 shows how the graph of z2 is depressed 
by the action of light, via the F signal in Eq. 2d. 

During wakeful rest and sleep h(xl) = 0 by Eq. 8. Thus 
F decays at the exponential rate K during this interval, 
as in Eq. 5. Because F decays on an ultradian time scale, 
it becomes approximately zero significantly before the 
end of the sleep interval. The transmitter gate 22 fluc- 
tuates on a slower time scale, however, so the depression 
of z2 caused by F persists for a longer time. 

The transition between increasing values of x1 and 
decreasing values of x2 begins while the model is asleep. 
During this time potential x1 is activated only by arousal 
I. Potential x2 is no longer directly influenced by F, 
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FIG. 10. Graphs of z2(t) at 3 light levels (LL): LL = 0, 0.04, and 
0.057. All parameters are chosen as in Table 1 for diurnal model with 
F large and 8 = 0. Graph of z&) when LL = 0.04 lies below graphs of 
z&) when LL = 0 and 0.057. Similarly in Fig. 3B, T is smaller when 
LL = 0.04 than when LL = 0 and 0.057. See text for explanation of 
covariance of 22 and T. Intervals of sleep, wakeful rest, and activity for 
case LL = 0.04 are bound by vertical lines. 

although z2 is still smaller than it would have been in the 
dark. The transition toward wakeful rest is controlled by 
the pacemaker equations without fatigue in the dark, 
namely EQs. 3, 4, 14, and 15. For wakeful rest to begin, 
z2 must first decay to a value such that the arousal I of 
x1 can begin the switch between ~2 and x1. In other words, 
the value to which 22 must decay is relatively insensitive 
to the prior light intensity J and the prior size of the F 
signal. Because 22 was already driven to smaller values 
by F, however, the remaining decrement in 22 needed for 
the transition to begin takes less time to occur than in 
the absence of F. This property explains the decrease of 
p with increasing LL in Fig. 5B. 

The increase of p at large values of LL is due to an 
increase in the durations of both wakeful rest (following 
activity) and sleep. The increased duration of wakeful 
rest is explained as follows. As light input J is paramet- 
rically increased, the potential x1 remains within a fixed 
interval 4’ 5 x1 5 B. By Eq. 5 the F signal averages 
/2(x1) at a constant rate K. Thus at relatively large values 
of J, the maximal size of F does not grow linearly with 
J. In particular, at the threshold N between activity and 
wakeful rest, the value FN(J) of F does not grow linearly 
with J. As soon as wakeful rest begins h(nI) = 0, and F 
decays exponentially at the constant rate K from its 
initial value FN(J). Thus the size of the decaying signal 
F that excites x2 does not keep up with the size of J that 
excites x1. It therefore takes longer for x1 to decay from 
the activity threshold N to the sleep threshold &. 

The duration of sleep increases at large J values for 
the following reason. Due to the longer duration of wake- 
ful rest at large values of J, the value FB( J) of fatigue at 
the onset of sleep is a decreasing function of J at these 
J values. As in the explanation of why sleep duration 
decreases at small values of J, a smaller value of Fg( J) 
implies a larger value of z2+at the onset of sleep (Fig. 10). 
Consequently it takes longer for 22 to decay to the point 
where a switch from large x2 values to large x1 values can 
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begin. The duration of sleep thus increases with J at 
large values of J. 

C. Nocturnal model with F large and 0 = 0. We now 
explain why 7 increases with LL in the nocturnal model 
of Figs. 3B and 4B wherein both large F signals and light 
attenuation occur. This increase in 7 is due to the in- 
crease of p with LL (Fig. 6B), because a! is fairly constant 
as a function of LL (Fig. 5B). Most of this increase in p 
is due to an increase in the duration of sleep. The 
duration of wakeful rest is relatively constant and brief. 

The reasons for these properties follow. In the noctur4 
nal model light input J excites the off-cell potential x2. 
In the absence of fatigue, increasing LL would imply 
decreasing CY, as in Fig. 50. The decrease in x1 that would 
otherwise cause a decrease in cy also causes a decrease in 
F. Consequently cu is approximately constant as LL in- 
creases in Fig. 5B (section 9). Despite the relative insen- 
sitivity of cw to LL in this case, the size of x1 during the 
active period depends on LL. Early in the active period, 
a larger light input J (Eq. 2n) causes a larger x2, hence a 
smaller x1 (Fig. 11). The smaller xl graph gradually gives 

I I  I  1 
00 u.00 8.00 12.00 16. 

T (HOURS) 

A 

00 

. 
-1 LL1.03 NOCTURNRL 

F LRRGE 
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.oo 

FIG. 11. Increase in initial segment of sleep interval when light level 
(LL) is increased. This increase occurs in nocturnal model with F large 
and 8 = 0. In A, LL = 0. On-cell potential q(t) has a maximum value 
of 1.6 and a minimum value that occurs 3.5 h after sleep onset. In B, 
LL = 0.03. Then xl(t) has a maximum value of 1.35 and a minimum 
value that occurs 6 h after sleep onset. In both A and B, arousal level 
I = 0.1, as in Fig. 4. 
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rise to a smaller F. By the end of the activity period, a 
larger J is compensated by a smaller F. Thus the sum 
J + F in Eq. 2n is relatively independent of J by the end 
to the activity period. 

At the onset of sleep J shuts off because 0 = 0. Because 
at sleep onset J + F in LL is about the same size as F 
alone in DD, F in LL is smaller than F in DD. The 
smaller F input to x2 causes x2 to increase more slowly 
and hence causes x1 to decrease more slowly in the light 
than in the dark. In LL then, x1 takes longer to reach its 
minimum (Fig. 11). The increase in p caused by this 
lengthening of the early sleep interval accounts for the 
increase of 7 with increasing light levels in the nocturnal 
model with large F and 0 = 0. 

We have now answered the first question of section 
12E. 

14. Analysis of Pacemaker Without Fatigue 

The second question of section 12E addresses the 
problem of why nocturnal models without fatigue have 
increasing 7 values at high light intensities, as do all the 
nocturnal mammals in Aschoff’s survey (3). Sections 12 
and 13 have already shown why, with a large F signal, 
nocturnal 7 values increase monotonically as light in- 
creases. To answer the question about nocturnal models 
without fatigue, we again need to investigate the dynam- 
ics of transmitters z1 and 22. 

A. Nocturnal pacemaker with F = 0 and 0 = 0. We 
first consider why p, and hence 7, increases with LL at 
large light intensities in the nocturnal model with F = 0 
and 8 = 0 (Figs. 30 and 6D). We will explain how bright 
light forces the nocturnal model to terminate its activity 
cycle before the pacemaker, in the absence of light, would 
have induced sleep. A period of restless oscillation be- 
tween waking and sleeping follows the active phase until 
sleep is finally induced. This restless time below the 
threshold of overt activity accounts for the increase in p 
and 7 at high light intensities. 

Explanation of these properties follow. During the 
active phase when x1 > N, the on-cell potential x1 is 
larger than the off-cell potential x2. A large light input J 
to the off-cell u2 boosts x2 to larger values than x2 would 
have reached in the dark. The inhibitory term 

4x1 + O&2) (20) 

in Eq. In is also boosted when x2 is boosted and thereby 
hastens termination of the active phase. 

In the absence of the large light input J, the active 
phase would have terminated only after the transmitter 
z1 had been depleted (section 13A). In the presence of 
this light input, termination occurs without the full de- 
pletion of zl. Due to its slow rate of change, z1 is still 
larger at the onset of sleep than it would have been in 
the absence of light input. Also at the onset of sleep the 
large light input J suddenly shuts off. At this time the 
“restless oscillation” between sleep and wakeful rest is 
triggered for the following reasons. 

When J shuts off, x2 loses its major source of excitatory 
input. The still large z1 then enables x1 to increase. As 
soon as x1 recrosses the sleep threshold Q, however, the 

light input J turns on, and x2 begins to grow again. 
Consequently x1 is forced below Q, and J shuts off. This 
oscillation of x1 around Q continues while z1 slowly 
depletes. Finally z1 depletes to a value that prevents x1 
from recovering in the dark, and a sustained sleep epoch 
ensues. The time during which xl(t) oscillates about the 
sleep threshold Q is the main factor causing the sharp 
increase in p at high LL values that is seen in Fig. 6D. 

The diurnal pacemaker exhibits no large change in p 
at high light levels (Fig. 6D). This difference between 
the diurnal and nocturnal models is explained as follows. 
In the diurnal model bright light enhances and prolongs 
behavioral activity by its direct input to the on-cell (Eq. 
Id). The increased x1 values in bright light lead to 
additional depletion of z1 by the onset of sleep. This extra 
depletion of z1 accelerates the rise of x2 after the light 
input shuts off and thus shortens p somewhat (Fig. 6D). 

The restless oscillation that causes a large change in p 
in the nocturnal model does not occur because the light 
cooperates with x1 to cause z1 depletion. In particular, at 
the onset of sleep z1 is smaller due to prior light than it 
would have been in the dark. The offset of light and the 
smaller z1 value at sleep onset cause a sustained sleep 
epoch to ensue. The duration of this sleep epoch is not 
prolonged by the smaller z1 value because the depletion 
of z2 triggers the onset of activity. Only after x2 decreases 
and x1 increases due to z2 depletion does the accumulated 
z1 value maintain large x1 values (section 13). 

B. Diurnal and nocturnal pacemakers with F - 0 and 
0 = 1. As noted in section l2A the nocturnal and diurnal 
pacemakers are symmetrical if F = 0 and 0 = 1. They 
therefore have identical 7 graphs (Fig. 3C). We also 
remarked that small constant light inputs tend to cause 
upward (diurnal) or downward (nocturnal) shifts in the 
graph of x1 (Fig. 7). Because such shifts leave 7 un- 
changed, the graph of 7 is relatively flat at low light 
levels (Fig. 3C). 

We will now consider the diurnal model at the high 
constant light levels where cy grows rapidly with LL (Fig. 
5C). We will show that an increase in LL elongates the 
plateau of xl values during the active phase, thereby 
increasing CY. 

In the dark a switch from large x1 to small x1 occurs 
when the on-cell positive feedback term 

(B - %)[I + f(xl)Gl (16) 
diminishes relative to the off-cell positive feedback term 

(B - xz)[I + f (x2b21 (17) 
Recall that Eq. 17 approximately equals BI before the 
switch. A constant light input of intensity J changes the 
on-cell positive feedback term (Eq. 16) to 

(B - %)[I + fhh + Jl (21) 
The off-cell positive feedback term (Eq. 17) is un- 
changed. 

To see why the switch from large x1 to small x1 is 
progressively delayed by larger values of J, consider times 
shortly after x1 becomes large. During these times the 
gradual decay of z1 causes Eq. 21 to diminish relative to 
Eq. 17, which approximately equals BI. For a switch to 
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small x1 values to occur, z1 must decay to values in the 
presence of a large J smaller than in the dark. Other 
parameters being equal, an increase in J prolongs the 
time necessary for Z1 to decay the requisite amount to 
cause a switch. While z1 is decaying, x1 remains at a large 
value. The graph of x1 thus develops a progressively 
larger plateau as J is parametrically increased (Fig. 7B). 

15. Comparison with Other Models 

Most other models of circadian rhythms do not explain 
exceptions to Aschoff s rule. The model of Enright (11) 
is a notable exception. This section compares our results 
with those of Enright so as to clarify the implications of 
both models. 

Enright’s model is a quasi-neural model in the follow- 
ing sense. The model’s intuitive basis derives from a 
formal description of pacemaker neurons with activation 
thresholds that decay-during each recovery phase. These 
pacemakers are not dynamically defined. Enright defines 
his model in terms of stochastic variables such as the 
average duration of the discharge phase, the average 
duration of the recovery phase, and the amount by which 
internal feedback shortens the average recovery phase. 
This stochastic description enables Enright to analyze 
consequences of his main hypothesis. This hypothesis 
states that circadian properties are due to entrainment 
of many individual circadian pacemakers with individual 
circadian properties only roughly specified. 

The main elements of the Enright model are depicted 
in Fig. 12. A large population of endogenously active 
pacers PI, Pz, . . . P, are assumed to have approximately 
circadian periods. The output of each pacer is a binary 
function that equals one when the pacer is “active” and 
zero when the pacer is “inactive.” Each pacer excites the 
discriminator D. The total input to the discriminator at 
any time equals the number of active pacers. 

The discriminator fires an output -signal only if the 
total input exceeds a threshold 8. The output of D is also 
a binary function. When D fires, it generates a feedback 
signal that equally excites every pacer. The model does 
not describe how this feedback signal alters the individ- 
ual pacers. Instead Enright (11) makes the statistical 
hypothesis that the feedback signal decreases the average 
duration of recovery of the pacer population. The net 
effect of the feedback signal is to synchronize the pacer 

population. It does this by speeding up the recovery phase 
of inactive pacers so that all pacers become active more 
synchronously during the next activity cycle. 

The only effect of light in the model is to change the 
discriminator threshold 8. In a diurnal model 8 decreases 
as LL increases. In a nocturnal model 8 increases as LL 
increases. Thus a diurnal model with increasing LL is 
indistinguishable from a nocturnal model with decreas- 
ing LL. If the family of all nocturnal models and the 
family of all diurnal models are chosen to exhaust the 
same parameter space, then nocturn .a1 and diurnal prop- 
erties l are completely symmetrical. 

Using these hypotheses Enright (11) simulates As- 
chaffs rule and the circadian rule in his nocturnal and 
diurnal models. Once these rules are simulated for the 
diurnal model they automatically follow for the nocturnal 
model by symmetry. The decrease of 7 with increasing 
LL in Enright’s diurnal model follows from the assump- 
tion that as light level increases fewer pacers need to be 
active for D to fire. The feedback signal from D to the 
pacers thus acts earlier during the aggregate buildup of 
pacer activity and thereby shortens the mean duration 
of the pacers’ recovery phases. Because duration of each 
pacer’s active phase is assumed to be directly propor- 
tional to the previous 
LL increases. 

recovery phase, 7 is shortened as 

At extreme parameter values, Enright’s model can 
violate Aschoff s rule (11). These exceptions occur when 
1) each pacer’s active phase is a large fraction of the 
previous recovery phase and 2) discriminator firing 
causes a large reduction (c) in mean recovery time of all 
the pacers. “In this circumstance, the accelerating influ- 
ence of E, during the latter portion of the activity time, 
extends through the entire inactive phase of the cycle, 
and therefore affects many of those pacers which would 
ordinarily be involved in the subsequent onset of feed- 
back.” In other words when 8 is small, several pacers are 
able to fire twice during a single discriminator cycle, and 
this brings about both a lengthening of 7 and a length- 
ening of cy. In this case Aschoffs rule is violated while 
the circadian rule still holds. 

The circadian rule holds in Enright’s model because, 
first, each pacer is assumed to be active a fixed proportion 
of the time. This proportion is assumed not to change 
due to discriminator feedback or light input. Thus when 
a decrease of 8 causes a decrease in the average recovery 
duration of all pacers, the average active duration also 
decreases. Each individual pacer therefore tends to vio- 
late the circadian rule. By a second assumption, however, 
the fixed ratio of active time to recovery time in each 
pacer maintains the time average of the total input to D, 
integrated over at least one period, at a constant level. 
Thus at smaller values of 8, D is active for a larger 
fraction of the cycle, so cy tends to be larger. 

SYSTEM 
OUTPUT 

The forma 
explan .ations 

.1 . nature of the hypotheses leading to these 
of Asch -offs rule and the circadian rule is 

not problematic. These formal hypotheses could in prin- 
ciple later be instantiated by neural mechanisms. More 
serious difficulties in explaining mammalian data con- 

FIG. 12. Schematic representation of Enright’s coupled stochastic tern the symmetry between nocturnal and diurnal 
system. models in Enright’s explanation of Aschoff s rule and the 
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consistency with which Enright’s model obeys Aschoff s 
rule in diurnal models. These formal properties are com- 
patible with Enright’s goal of considering all vertebrates, 
not only mammals. In particular, as Aschoff (3) points 
out, “The data on birds. . . show an unambiguous picture 
for the day active species . . . with increasing ILL, r 
shortens above a certain threshold-intensity, whereas 
towards lower values of I LL, 7 seems to level off.” Thus 
diurnal birds tend to obey Aschoffs rule, following En- 
right’s interpretation of his discriminator D as a model 
of the pineal organ in birds. However, Aschoff (3) then 
goes on to say “other than the quite uniform T-charac- 
teristics obtained from nightactive mammals and day- 
active birds, the dayactive species of mammals . . . show 
large differences in the dependence of 7 on ILL.” Thus 
diurnal mammals do not consistently obey Aschoff s rule, 
following the absence of any mention of the mammalian 
SCN in Enright’s discussion. 

Enright formally explains a nonmonotonic 7 by assum- 
ing that the model acts like a diurnal model at small 
values of LL and like a nocturnal model at large values 
of LL. Other difficulties of the Enright model concern 
its inability to explain phase response curves to brief 
light pulses, long-term aftereffects, and split rhythms 
(11) without making additional hypotheses for each phe- 
nomenon. 

Points of comparison exist between the gated pace- 
maker model and the Enright model. The most important 
comparison concerns the possible role of asynchronous 
pacers and of synchronizing feedback in Enright’s expla- 
nation of Aschoff s rule and the circadian rule. Our model 
also possesses individual pacers and a synchronizing 
feedback signal. The individual pacers are gated pace- 
makers, located in the SCN or, by extension, in other 
parts of the brain. The feedback signal is the F signal 
that, like the Enright discriminator, is activated by out- 
put from all pacers and acts as an internal zeitgeber, 
keeping the pacemakers in phase. In contrast to the 
Enright model we have shown that Aschoffs rule and 
the circadian rule can be explained even if the dispersions 
of individual pacer periods and phases are small relative 
to the time scales of the F signal and slow gating proc- 
esses. An extension of our argument to the case in which 
individual pacers have significantly different periods and 
phases during free run can be given. These gated pace- 
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