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A real-time visual processing theory is used to analyze real and illusory contour
formation, contour and brightness interactions, neon color spreading, comple-
mentary color induction, and filling-in of discounted illuminants and scotomas.
The theory also physically interprets and generalizes Land’s retinex theory. These
phenomena are traced to adaptive processes that overcome limitations of visual
uptake to synthesize informative visual representations of the external world. Two
parallel contour sensitive processes interact to generate the theory's brightness,
color, and form estimates. A boundary contour process is sensitive to orientation
and amount of contrast but not to direction of contrast in scenic edges. It
synthesizes boundaries sensitive to the global configuration of scenic elernents. A
Jeature contour process is insensitive to orientation but sensitive to both amount
of contrast and to direction of contrast in scenic edges. It triggers a diffusive
filling-in of featural quality within perceptual domains whose boundaries are
determined by completed boundary contours. The boundary contour process is
hypothesized to include cortical interactions initiated by hypercolumns in Area
17 of the visual cortex. The feature contour process is hypothesized to include
cortical interactions initiated by the cytochrome oxydase staining blobs in Area
17. Relevant data from striate and prestriate visual cortex, inciuding data that
support two predictions, are reviewed. Implications for other perceptual theories

and axioms of geometry are discussed.

1. Illusions as a Probe of Adaptive
Visual Mechanisms

A fundamental goal of visual science is to
explain how an unambiguous global visual
representation is synthesized in response to
ambiguous local visual cues. The difficulty of
this problem is illustrated by two recurrent
themes in visual perception: Human observers
often do not see images that are retinally
present, and they often do see images that
are not retinally present. A huge data base
concerning visual illusions amply illustrates
the complex and often paradoxical relation-
ship between scenic image and visual percept.
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That paradoxical data abound in the field
of visual perception becomes more under-
standable through a consideration of how
visual information is acquired. For example,
light passes through retinal veins before it
reaches retinal photoreceptors, and light does
not influence the retinal regions correspond-
ing to the blind spot or retinal scotomas. The
percepts of human observers are not distorted,
however, by their retinal veins or blind spots
during normal viewing conditions. Thus some
images that are retinally present are not
perceived because our visual processes are
adaptively designed to free our percepts from
imperfections of the visual uptake process.
The same adaptive mechanisms that can free
our percepts from images of retinal veins can
also generate paradoxical percepts, as during
the perception of stabilized images (Kraus-
kopf, 1963; Pritchard, 1961; Pritchard, Heron,
& Hebb, 1960; Riggs, Ratliff, Cornsweet, &
Cornsweet, 1953; Yarbus, 1967). The same
adaptive mechanisms that can compensate
for the blind spot and certain scotomas can
also generate paradoxical percepts, as during
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filling-in reactions of one sort or another
(Arend. Buehler. & Lockhead. 1971; Gellatly,
1980: Gerrits. de Haan, & Vendrick, 1966;
Gerrits & Timmerman, 1969; Gerrits & Ven-
drick. 1970; Kanizsa, 1974; Kennedy, 1978,
1979. 1981: Redies & Spillmann, 1981; Van
Tuijl, 1975; Van Tuijl & de Weert, 1979; Van
Tuijl & Leeuwenberg, 1979; Yarbus, 1967).
These examples illustrate the general theme
that many paradoxical percepts may be
expressions of adaptive brain designs aimed
at achieving informative visual representations
of the external world. For this reason, para-
doxical percepts may be used as probes and
tests of the mechanisms that are hypothesized
to instantiate these adaptive brain designs.
The present article makes particular use of
data about illusory figures (Gellatly, 1980;
Kanizsa, 1974; Kennedy, 1978, 1979, 1981;
Parks, 1980; Parks & Marks, 1983; Petry,
Harbeck, Conway, & Levey, 1983) and about
neon color spreading (Redies & Spilimann,
1981; Van Tuijl. 1975: Van Tuijl & de Weert,
1979: Van Tuijl & Leeuwenberg, 1979) to
refine the adaptive designs and mechanisms
of a real-time visual processing theory that is
aimed at predicting and explaining data about
depth. brightness, color. and form perception
(Carpenter & Grossberg, 1981, 1983; Cohen
& Grossberg, 1983. 1984, in press; Grossberg,
1981. 1983a. 1983b, 1984a; Grossberg &
Cohen. 1984: Mingolla & Grossberg, 1984).
As in every theory about adaptive behavior,
it is necessary to specify precisely the sense
in which its targeted data are adaptive without
falling into logically circular arguments. In
the present work, this specification takes the
form of a new perceptual processing principle,
which we call the boundary-feature trade-off.
The need for such a principle can begin to
be seen by considering how the perceptual
system can generate behaviorally effective in-
ternal representations that compensate for
several imperfections of the retinal image.

2. From Noisy Retina to Coherent Percept

Suppressing the percept of stabilized retinal
veins is far from sufficient to generate a
usable percept. The veins may occlude and
segment scenic images in several places. Even
a single scenic edge can be broken into
several disjoint components. Somehow in the
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final percept, broken retinal edges are com-
pleted and occluded retinal color and bright-
ness signals are filled-in. These completed
and filled-in percepts are, in a strict mecha-
nistic sense, illusory percepts.

Observers are often not aware of which
parts of a perceived edge are “‘real” and
which are “illusory.” This fact clarifies why
data about illusory figures are so important
for discovering the mechanisms of form per-
ception. This fact also points to one of the
most fascinating properties of visual percepts.
Although many percepts are, in a strict
mechanistic sense, “illusory” percepts, they
are often much more veridical, or “real,”
than the retinal data from which they are
synthesized. This observation clarifies a sense
in which each of the antipodal philosophical
positions of realism and idealism is both
correct and incorrect, as is often the case
with deep but partial insights.

The example of the retinal veins suggests
that two types of perceptual process, boundary
completion and featural filling-in, work to-
gether to synthesize a final percept. In such
a vague form, this distinction generates little
conceptual momentum with which to build
a theory. Data about the perception of arti-
ficially stabilized images provide further clues.
The classical experiments of Krauskopf (1963)
and Yarbus (1967) show that if certain scenic
edges are artificially stabilized with respect
to the retina, then colors and brightnesses
that were previously bounded by these edges
are seen to flow across, or fill-in, the percept
until they are contained by the next scenic
boundary. Such data suggest that the processes
of boundary completion and featural filling-

“in can be dissociated.

The boundary-feature trade-off makes
precise the sense in which either of these
processes, by itself, is insufficient to generate
a final percept. Boundary-feature trade-off
also suggests that the rules governing either
process can only be discovered by studying
how the two processes interact. This is true
because each system is designed to offset
insufficiencies of the other system. In partic-
ular, the process of boundary completion. by
itself, could at best generate a world of outlines
or cartvons. The process of featural filling-
in, by itself, could at best generate a world
of formless brightness and color qualities.
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Our theory goes further to suggest the more
radical conclusion that the process of bound-
ary completion, by itself, would generate a
world of invisible outlines, and the process
of featural filling-in, by itself, would generate
a world of invisible featural qualities.

This conclusion follows from the realization
that an early stage of both boundary process-
ing and of feature processing consists of the
extraction of different types of contour infor-
mation. These two contour-extracting pro-
cesses take place in parallel, before their
results are reintegrated at a later processing
stage. Previous perceptual theories have not
clearly separated these two contour-extracting
systems. One reason for this omission is that,
although each scenic edge can activate both
the boundary contour system and the feature
contour system, only the net effect of their
interaction at a later stage is perceived. An-
other reason is that the completed boundaries,
by themselves, are not visible. They gain
visibility by restricting featural filling-in and
thereby causing featural contrast differences
across the perceptual space. The ecological
basis for these conclusions becomes clearer
by considering data about stabilized images
(Yarbus, 1967) alongside data about bright-
ness and color perception (Land, 1977). These
latter data can be approached by considering
another ambiguity in the optical input to the
retina.

The visual world is typically viewed in
inhomogeneous lighting conditions. The sce-
nic luminances that reach the retina thus
confound variable lighting conditions with
invariant object colors. It has long been
known that the brain somehow “discounts
the illuminant” in order to generate percepts
whose colors are more veridical than those
in the retinal image (Helmholtz, 1962). The
studies of Land (1977) have refined this in-
sight by showing that the perceived colors
within a picture constructed from overiapping
patches of color are determined by the relative
contrasts at the edges between successive
patches. Lighting conditions can differ con-
siderably as one moves across each colored
patch. At each patch boundary, lighting con-
ditions typically change very little. A measure
of relative featural contrast across such a
boundary therefore provides a good local
estimate of object reflectances.

Land’s results about discounting the illu-
minant suggest that an early stage of the
featural extraction process consists in com-
puting featural contrasts at scenic edges. Data
such as that of Yarbus (1967), which show
that boundaries and features can be disso-
ciated, then suggest that the extraction of
feature contour and boundary contour infor-
mation are two separate processes.

The Land (1977) data also support the
concept of a featural filling-in process. Dis-
counting the illuminant amounts to suppress-
ing the color signals from within the color
patches. All that remains are nondiscounted
feature contrasts at the patch boundaries.
Without featural filling-in, we would perceive
a world of colored edges, instead of a world
of extended forms. The present theorv pro-
vides a physical interpretation and general-
ization of the Land retinex theory of bright-
ness and color perception (Grossberg, 1984a),
including an explanation of how we can see
extended color domains. This explanation is
summarized in Section i8.

Our theory can be understood entirely as
a perceptual processing theory. As its percep-
tual constructs developed, however, they began
to exhibit striking formal similarities with
recent neural data. Some of these neural
analogs are summarized in Table 1 below.
Moreover, two of the theory’s predictions
about the process of boundary completion
have recently received experimental support
from recordings by von der Heydt, Peterhans,
and Baumgartner (1984) on cells in Area 18
of the monkey visual cortex. Neurophysiolog-
ical linkages and predictions of the theory
are more completely described in Section 20.
Due to the existence of this neural interpre-
tation, the formal nodes in the model network
are called cells throughout the article.

3. Boundary Contour System and Feature
Contour System

Our theory claims that two distinct types
of edge, or contour, computations are carried
out within parallel systems during brightness.
color, and form perception (Grossberg, 1983a,
1983b, 1984a). These systems are called the
boundary contour system (BCS) and the fea-
ture contour system (FCS). Boundary contour
signals are used to generate perceptual
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boundaries, both “‘real” and “illusory.” Fea-
ture contour signals trigger the filling-in pro-
cesses whereby brightnesses and colors spread
until they either hit their first boundary con-
tours or are attenuated due to their spatial
spread. Boundary contours are not, in isola-
tion, visible. They gain visibility by restricting
the filling-in that is triggered by feature con-
tour signals and thereby causing featural con-
trasts across perceptual space.

These two systems obey different rules. We
will summarize the main rules before using
them to explain paradoxical visual data. Then
we will explain how these rules can be un-
derstood as consequences of boundary-feature
trade-off.

4. Boundary Contours and
Boundary Completion

The process whereby boundary contours
are built up is initiated by the activation of
oriented masks, or elongated receptive fields,
at each position of perceptual space (Hubel
& Wiesel, 1977). An oriented mask is a cell,
or cell population, that is selectively responsive
to scenic edges. Each mask is sensitive to
scenic edges that activate a prescribed small
‘region of the retina, if the edge orientations
lie within a prescribed band of orientations
with respect to the retina. A family of such
oriented masks exists at every network posi-
tion. such that each mask is sensitive to a
different band of edge orientations within its
prescribed small region of the scene.

Orientation and Contrast

The output signals from the oriented masks
are sensitive to the orientation and to the
amount of contrast. but not to the direction
of contrast. at an edge of a visual scene. A
vertical boundary contour can thus be acti-
vated by either a close-to-vertical dark-light
edge or a close-to-vertical light-dark edge at
a fixed scenic position. The process whereby
two like-oriented masks that are sensitive to
direction of contrast at the same perceptual
location give rise to an output signal that is
not sensitive to direction of contrast is des-
ignated by a plus sign in Figure la.

Short-Range Competition

The outputs from these masks activate two
successive stages of short-range competition
that obey different rules of interaction.
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1. The cells that react to output signals
due to like-oriented masks compete between
nearby perceptual locations (Figure 1b). Thus,
a mask of fixed orientation excites the like-
oriented cells at its location and inhibits the
like-oriented cells at nearby locations. In
other words, an on-center off-surround orga-
nization of like-oriented cell interactions exists
around each perceptual location. It may be
that these spatial interactions form part of
the network whereby the masks acquire their
orientational specificity during development.
This possibility is not considered in this
article.

2. The outputs from this competitive stage
input to the next competitive stage. Here,
cells compete that represent perpendicular
orientations at the same perceptual location
(Figure 1c). This competition defines a push-
pull opponent process. If a given orientation
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(d)

Figure 1. (a) Boundary contour signals sensitive to the
orientation and amount of contrast at a scenic edge, but
not to its direction of contrast. (b) Like orientations
compete at nearby perceptual locations. (c) Different
orientations compete at each perceptuai location. (d)
Once activated, aligned orientations can cooperate across
a larger visual domain to form “real” and “illusory”
contours,



