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ABSTRACT

Cells in the dorsal medial superior temporal cortex (MSTd) process optic flow generated by self-
motion during visually-guided navigation. A neural model shows how interactions between well-
known neural mechanisms (log polar cortical magnification, Gaussian motion-sensitive receptive
fields, spatial pooling of motion-sensitive signals, and subtractive extraretinal eye movement sig-
nals) lead to emergent properties that quantitatively simulate neurophysiological data about
MSTd cell properties and psychophysical data about human navigation. Model cells match MSTd
neuron responses to optic flow stimuli placed in different parts of the visual field, including posi-
tion invariance, tuning curves, preferred spiral directions, direction reversals, average response
curves, and preferred locations for stimulus motion centers. The model shows how the preferred
motion direction of the most active MSTd cells can explain human judgments of self-motion
direction (heading), without using complex heading templates. The model explains when extraret-
inal eye movement signals are needed for accurate heading perception, and when retinal input is

sufficient, and how heading judgments depend on scene layouts and rotation rates.



A neural model is developed to provide a functional explanation and quantitative simulations of
experimental data concerning cells in the dorsal medial superior temporal area (MSTd) of monkey
primate cortex. The model also explains and qualitatively simulates psychophysical data about
human navigation, notably about the computation of heading. The model explains these data
using a small number of mechanisms that are individually well-known to exist in cortex. It shows
how interactions among these mechanisms lead to emergent properties that behave like the data.
These mechanisms are the cortical magnification factor, Gaussian motion-sensitive receptive
fields, spatial pooling of motion-sensitive signals, and subtractive extraretinal signals from eye
movement commands. By combining these elements in previously unexpected ways, the present
article derives unified quantitative explanations of data that have previously been difficult to inter-
pret, and which, on the surface, do not even seem to be related.

Area MSTd has attracted a great deal of experimental interest because of its role in processing
complex visual motion patterns. Cells in this area have large receptive fields that respond selec-
tively to the expansion, rotation, and spiral motion stimuli that are generated during observer
motion (Saitoet al., 1986; Duffy and Wurtz, 1991a; Graziarbal., 1994). This type of stimula-
tion is called optic flow, and it can be used to guide observer navigation through the world (Gib-
son, 1950). In particular, optic flow can be used to compute useful quantities sheladisg
which specifies the direction of self-motion relative to the direction of gaze, and is therefore use-
ful for pursuing objects and navigating around them.

MSTd receives its primary input from the medial temporal (MT) area, which calculates motion
direction and speed in relatively small regions of the visual field. A fundamental question con-
cerns how local MT motion estimates can be organized into the global selectivity for optic flow
that is found in MSTd (Duffy and Wurtz, 1991a). Sadbal (1986) suggested that a simple tem-
plate model would suffice, in which optic flow selectivity is derived by integrating over MT cells
that are selective for a preferred local direction of optic flow at each point in the receptive field
(Figure 1; Koenderink and Van Doorn, 1977). For example, an MSTd cell selective for expansion
integrates the responses of MT cells with direction preferences pointing away from a particular
point.

This simple template model has been tested in studies which examine the spatial properties of
MSTd cell receptive fields. Several studies have investigated whether these receptive fields are
positionally variant or invariant; that is, do their response selectivities or amplitudes change as a
function of stimulus position within their receptive fields? Duffy and Wurtz (1991a) found that
many MSTd cells responded to a single preferred optic flow stimulus irrespective of its position
within the receptive field. Grazianet al. (1994) also found that MSTd cell selectivity was posi-
tion-invariant in this sense. Duffy and Wurtz (1991a) suggested that the property of position
invariance contradicted Saiéb al's (1986) template model.

In contrast, Lappet al. (1996) found that nearly all the MSTd cells from which they recorded
responded to one type of optic flow stimulus (e.g. expansion) in one part of the visual field, and
the opposite type (e.g. contraction) in a different part of the visual field, suggesting that MSTd
response selectivity is position-varying. A model which could explain both types of results would
be helpful in interpreting the functional role of MSTd cells. For example, a position-invariant
expansion-selective cell could signal the approach of an object, irrespective of its position in the
visual field. Such a cell could not, however, be used to compute self-motion direction, since the
retinal position of the center of an expansion stimulus corresponds to the direction of heading
(Gibson, 1950).
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Figure 1: Simple template model of optic flow processing. An expansioncell (left) integrates
the responses of local motion detectors arranged radially about a specific point. Similarly a
cell selective for circular motion integrates the responses of cells tuned to local motion in a cir-
cular pattern.

The Saitoet al. (1986) model is too simple to explain the above types of neurophysiological
data. It also does not address how MSTd cells may facilitate navigation by helping to compute
estimates of heading. More elaborate template models (e.g. Perrone and Stone, 1994) have pro-
posed mechanisms for computing heading, but they do not address the anatomical mechanisms by
which their templates could self-organize during brain development (see the Discussion below).
The present article shows how these data can be explained without assuming complex templates,
instead suggesting a possible explanation of MSTd receptive field properties and their role in nav-
igation based on known properties of primate visual cortex. In particular, the model suggests how
the preferred motion direction of the most active MSTd cells can explain human psychophysical
data about perceived heading direction.

In order to arrive at these hypotheses, the model exploits the fact that the mapping of visual
information from retina to cortex obeys a cortical magnification factor, whereby foveal informa-
tion has a higher cortical resolution than extrafoveal information (Daniel and Whitteridge, 1961,
Fischer, 1973; Tootekt al, 1982; van Esseant al, 1984). This property can be well-approxi-
mated mathematically by a log polar transformation, or map, of retinal signals into cortical activa-
tions (Schwartz, 1977). The log map has the pleasing property that it transforms expansion,
rotation, and spiral motions around the fovea into linear motions, in different directions, on the
cortex.

Figure 2 illustrates the mapping of expansion and circular motions from Cartesian (x,y) coordi-
nates onto the log polar radial coordinate (log r) and angular coordi@até grimary visual cor-
tex. The expansion stimulus consists of motion of individual points along lines at a constant angle
with increasing radius (Figure 2a). Figure 2b indicates that the resulting log polar vectors are
comprised of motion along the radial axis (horizontal), with no motion along the angular axis
(vertical). For a circular stimulus (Figure 2c), moving points increase their angular coordinates
with no change in radius. Figure 2d shows that, in log polar coordinates, there is motion along the
angular axis (vertical), but no motion along the radial axis (horizontal). Thus, expansion and cir-



cular motions in Cartesian coordinates define horizontal and vertical motions, respectively, in log

polar coordinates. A similar analysis can be carried out for any spiral combination of expansion

and circular motion. Such spiral motions in Cartesian coordinates are transformed into linear
motion in oblique directions in log polar coordinates. Thus the log polar map defines a natural

coordinate system within which each of these motions defines a distinct and statistically coherent
motion direction in the cortex.

These log polar motion directions are proposed to be spatially integrated by MSTd cells in a
manner similar to that envisioned by the template model (Figure 3). One key difference between
these formulations is that optic flow selectivity in a log polar coordinate system is defined with
respect to the fovea, while each template in the Satitd. (1986) model was defined with respect
to the cell's receptive field. Another crucial difference is that MT and MSTd receptive fields in the
present model integrate signals that code similar motion directions in log polar space, whereas the
Saitoet al. (1986) model integrated over widely different motion directions in Cartesian space. In
like manner, the present model suggests how MSTd cell selectivity builds upon the local receptive
field properties of the cortical magnification factor, rather than on complex and specialized inter-
actions that define an explicit heading algorithm, as is often assumed (Lappe and Rauschecker,
1993; Perrone and Stone, 1994).

Because the cortical magnification factor is computed no later than cortical area V1, model
MT cells were assumed to compute their preferred local directions of optic flow in a log polar
coordinate system. In particular, at each position, a model MT cell has a Gaussian receptive field
that is tuned around a preferred motion direction (Albright, 1984). This Gaussian receptive field
renders each MT cell decreasingly sensitive to motion directions that are progressively further
from its preferred motion direction. Model MSTd receptive fields sum inputs from MT cells with
the same preferred log polar motion direction over a spatial region around their receptive field
center (Figure 3). The model also characterized the probability with which a prescribed motion
direction is represented in MSTd, with expansion motion being most probable, as would be
expected based on its frequency when approaching objects during navigation.

Remarkably, these elementary assumptions are sufficient to quantitatively simulate many neu-
rophysiologically recorded properties of MSTd cells. It is shown below that model optic flow
selectivity matches that of MSTd cells, even for physiological studies in which optic flow stimuli
were not centered on the fovea (Graziatal., 1994; Duffy and Wurtz, 1995; Lappe al., 1996).

With regard to position-varying responses, the properties of the model are quantitatively similar to
those found in MSTd (Grazianet al.,, 1994; Duffy and Wurtz, 1995; Lappat al., 1996). Fur-
thermore, the model predicts the surprising result that MSTd cells seem to optimize the size of
their directionally selective tuning curves to maximize the amount of position invariance that can
be achieved within a positionally-variant coordinate system like the foveally-centered log polar
map. This prediction warrants further experimental investigation.

Finally, we test the model on stimuli from psychophysical experiments. These simulations
show how MSTd cell responses can be used to quantitatively simulate human psychophysical data
about heading, using the linking hypotheses described above, under a wide variety of experimen-
tal conditions. These results are consistent with data suggesting that single cells in MSTd are suf-
ficient to support psychophysical judgments for a range of motion perception tasks, including
heading perception (Celebrini and Newsome, 1994; Britten and Van Wezen, 1998). The model
sheds light on a long-standing controversy in the heading perception field by quantifying the cir-
cumstances under which extraretinal eye movement signals improve heading perception and those
under which they do not. MSTd cells are sensitive to such extraretinal eye movement signals
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Figure 2: Log polar mapping of optic flow. Part (a) shows an expansion stimulus, in
which points move outwards along a single axial direction. This results in motion along
a single axis of the cortical surface (b). Part (b) shows a circular motion stimulus, in
which points rotate around the central point, changing their angular position, but not
their radial distance from the center. This results in motion along the orthogonal axis of
the cortical surface (d).
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Figure 3: Model schematic. Retinal representation of the optic flow field is mapped onto
primary visual cortex (V1) using the log polar cortical magnification factor. Model MT
cells exhibit Gaussian motion direction tuning in this coordinate system. MSTd cells sum
over MT cells selective for similar log polar motion directions. The output of these MSTd
cells is combined with eye movement information to interpret global characteristics of the
flow field. See text for details.



(Komatsu and Wurtz, 1988; Erickson and Thier, 1991; Bradlegl., 1996). They are relevant to

an understanding of navigation using optic flow because eye rotations can distort the optic flow
motion patterns that would otherwise be caused by object or observer motion. Extraretinal signals
that are caused by these eye rotations can, in principle, be subtracted from the total optic flow pat-
tern, and thereby greatly simplify the computation of heading, both in theory (Carstmn

1997) and in experiments (Roydenhal., 1994). However, a number of studies, that are discussed
below, have suggested that these extraretinal signals are not always needed to explain heading per-
formance. Model MSTd cell properties provide a natural explanation of why this is so, and when

it is so. These results were briefly reported in Rack (1997, 1998a).

METHODS

This section defines the equations of the mathematical model. The Results section describes the
neurophysiological and psychophysical data that are simulated, and how the model simulates
them. The Results can be read independently of the mathematical equations.

Log polar mappingEach retinal position can be transformed from two-dimensional Cartesian
coordinates (x,y) into polar coordinatgsr{) that describe, respectively, the radieand angular

n position of the point with respect to the fovea. The log polar cortical mapping is defined in
terms of these radial and angular quantities by:

= log(p +a) )
g=n. )

Parametela was set equal to 0%3o approximate the foveal extent of the cortical map that is
defined by the cortical magnification factor (Schwartz, 1994).

Model direction selectivityMotions on the retina are transformed by the log polar map before
they can activate model MT and MSTd cells. These cells have receptive fields that are tuned to a
preferred motion direction in log polar coordinates (Figure 3). To describe motion directions in
log polar motion coordinates, we first define the speeds, or time derivatives, of these coordinates;

namely @ ). These quantltles define the directions of pure circular motion ( ) and radial

motion (E ). Their ratio ( Z ) can be used to define an arbitrary direction of motion, including
expansion, circular, and spiral motion. Using trigonometry, we may also define ang@asigd

that the tangent of this angle, namely tgréquals the ratioly § ); see Figure 4a. Equivalengly,
equals the arctangent of the ratio, namely,

pd
Q= ataréﬂ% (3)
3

For examplegp = 0° occurs whenp = 0 andé >0. Then motion is radial away from the fovea



(or centrifugal). Whemp= 18, then) = 0 , but§ <0, so motion is radial towards the fovea (or
centripetal). Wherp = 90°, £ =0 and{) >0, so motion is clockwise around the fovea. Finally,

when@=-90°, & =0 but) <0, so motion is counterclockwise around the fovea. When®oth and
) are nonzero, then more complex motions may be defined. In particular then the motion is a

mixture of radial and circular; namely, it spirals away froEn( >0) or towafds( <0) the fovea. A
key model hypothesis is that MSTd cells are sensitive to motion in these log polar directions.

In particular, each model MT cell has a Gaussian receptive field that is tuned around a
particular preferred direction. The choice of a Gaussian tuning profile is motivated by the finding
that a Gaussian function provides an excellent fit to MT cell selectivity (Albright, 1984). Because
of log polar preprocessing and motion selectivity, the tuning function is defined over a range of
log polar motion directions. Letting; be a prescribed preferred direction, the respdds# a
model MT cell at position (x,y) in Cartesian visual space with this directional preference is given
by the tuning equation:

A = Dofn%e hos—— (pc(;x y))gg @)

whereo is the standard deviation of the Gaussian tuning curve. In all simulations, the vadue of

was set to 38 which is the average standard deviation of direction tuning in MT cells (Albright,
1984). It should be noted that MT direction tuning, measured physiologically in retinal
coordinates, can be compared directly to local direction tuning in log polar coordinates, since
changes in the two coordinate systems are equivalent. That is, an angular change in motion
direction on the retina is equivalent to the same changeiequation (3).

The model assumes that an MSTd cell with preferred motion direpfisoms inputs from a

spatial neighborhood of MT cells with the same direction preference. This model MSTd cell
responsey; is defined by:

= ZZQi(X’ y). )]
Xy

The summation of model MT cell outputs at MSTd cells is consistent with data showing that
MSTd cells respond more strongly to larger inputs (Duffy and Wurtz, 1991b; Leigale 1994).

The values ok andy, which represent locations for input vectors in Cartesian visual space (see
Appendix 1), are constrained to be in the circular receptive field region defined for eady:cell

R = E(x, V)i (x=X)" + (y- Y’ < rié , ©

where ;, Y;) defines the center of the receptive field, apd the receptive field radius. The

model simulates 196 direction-selective ceils (L,2,...,196) with receptive field centers forming
a 14x14 grid extending 30into the visual periphery, which is consistent with the findings of
Tanaka and Saito (1989). We set= 26° for all cells. This yielded a square root of receptive

field area of 48, which is consistent with Tanaka and Saito’s (1989) finding that the mean square
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Figure 4: (a) Geometric interpretation of motion direction in log polar space. Any motio
direction in this coordinate system can be represented in terms of the ratio of circularto radi

motion (% ). (b) Space-variant processing of motion. Each arrow represents a stimulus movin

across the retina. For each arrow, the log polar motion directppr€pends on the retin
stimulus location relative to the fovea (indicated by the black circle).



root of MSTd receptive field area was%and that receptive field size is essentially independent

of the eccentricity of the center. Inputs were calculated within each receptive fidldraedvals,
unless otherwise specified. The magnitudes of local vectors were not considered in the definition
of the cell selectivities, since these quantities have little effect on MSTd cell selectivity (Tahaka
al., 1989).

The model next specified the probability with which prescribed preferred motion diregtions

in equation (4) occur. It was assumed that the most probable motion direction is centrifugal
expansion motion, which is activated whenever objects approach an observer or an observer
approaches an object. Other motion directions were assumed to be chosen with a random
Gaussian distribution centered around this most frequent direction. Said mathematically, for each
celli, a direction preferendewas chosen from the Gaussian distribution defined by:

exp(—BI'z) , (7)

where represents a uniform distribution of log polar motion angles in degrees, and equation (7)
defines the probability of a particular log polar motion preferepcbeing assigned to ceil

Because” = 0° defines the maximal possible value of the exponential function, equation (7)

generates a distribution of motion preferences centered ¢eeatrifugal expansion motion), with

a standard deviation determined by the valuBadt was determined empirically that this type of
directional distribution, with a value dB=0.00009, simulates the directional preferences that
were experimentally found by Grazianet al (1994) (see Results). A slightly different
distribution of preferences was found by Geesamgal. (1996), but we did not investigate the
effect of using this distribution. Ond&was fixed in this way, it was used to simulate many other
types of data that, on the surface, have no obvious connection with the Grarzen(994) data.

Extraretinal input. MSTd cells that are sensitive to optic flow receive an extraretinal input which
subtracts off the part of the flow field that is caused by eye rotation (Komatsu and Wurtz, 1988;
Erickson and Thier, 1991; Bradlest al, 1996). To simulate the psychophysical effects of eye
movement corollary discharges, the presence of a real eye rotation was assumed to subtract the
rotational component of the flow field. Cameret al (1997) have modeled how such a
subtraction can be calibrated through learning. In the present model, this was accomplished by
simply removing the part of the flow field due to eye rotation from the input equations (see
Appendix 1). Although this assumption is clearly a simplification, it provided a straightforward
method of testing how the same model MSTd cells process optic flow with or without eye
movement signals. How visual and extraretinal information can be combined in area MSTd is a
complex question, which we have begun to address in other modeling éPatk 1998b), and
psychophysical studies (Pack and Mingolla, 1998).

Model heading computationMSTd is generally assumed to be involved in computations of self-
motion. To determine if model MSTd cells could play a role in estimating heading, the log polar
direction preference of the most active model MSTd cell was used to represent the activity of
MSTd in response to an optic flow stimulus. The model response to a heading stimulus is
therefore:

© = p,, wherey, = ma>§[){i]. (8)



To simplify the simulations of heading perception, speed sensitivity was not incorporated into the
response profiles of the model MSTd. Various data indicate that heading perception shows very
little dependence on image velocity (Warrenal., 1991; but see Dyre and Andersen, 1997 for
exceptions).

RESULTS

Neurophysiology

Saito et al (1986) showed that cells in MSTd respond selectively to large optic flow stimuli
defined by expansion, contraction, or circular motion. It was subsequently found that these
stimulus selectivities form part of a continuum of selectivity to spiral stimuli, which are linear
combinations of radial and circular motion (Graziagtoal, 1994). In recent years a number of
neurophysiological studies have been aimed at uncovering the mechanisms by which MSTd cell
properties are derived. The typical paradigm is to isolate a single MSTd cell and to measure its
response amplitude to different spiral stimuli. Measurements are also made of responses to the
cell’s preferred spiral stimulus centered at different locations within the receptive field, where the
center of an optic flow stimulus is simply the point relative to which stimulus motion is defined.

In an expansion stimulus, all motion trajectories (which begin as dots placed in random locations)
point away from a center point, and this center point can be placed anywhere in the visual field.
For circular motion, all trajectories rotate around the center point, whereas spiral stimuli are linear
combinations of expansion and circular motion. We defined these stimuli mathematically
(Appendix 1), and used them to simulate key neurophysiological studies. The model parameters
o andB in equations (4) and (7) were constrained by physiological results. Other MSTd cell

properties are shown to be emergent properties of these constraints.

Spiral Tuning. Grazianoet al. (1994) reported that MSTd cell sensitivity to expansion and cir-
cular motion reflects a continuum of Gaussian response selectivity to spiral motion stimuli. An
important methodological consideration is that Graziahal (1994) used spiral motion stimuli
that werecentered on the receptive field of each cé&lfom this result, it is natural to assume that
MSTd spiral tuning is defined with respect to the receptive field center (8&atlh 1986; Tanaka
et al, 1989; Duffy and Wurtz, 1991b), but this proposition has never been tested. We therefore
simulated the experiment of Graziarbal (1994), to discover if model cells tuned to log polar
motion directions that are definaglith respect to the foveaould produce tuning curves for
stimuli centered on cell receptive fields at non-foveal positions. The answer is “yes.” An example
of model spiral tuning is shown in Figure 5.

In order to demonstrate this finding, spiral stimuli, as defined in Appendix 1, were centered on
a cell’'s receptive field and the cell's responses were calculated. For eachheelpiral stimuli

were centered at the receptive field cendér ) in equation (6), and limited to 20n diameter,
as in the experiments of Graziambal (1994). This was achieved by simply limiting the values

of x andy in the input equations, as defined in Appendix 1, to be withihdf@he stimulus center.
Each response profile was then fit to Gaussians of varying mean and standard deviation and the
best Gaussian fit was determined by minimization of least squared error.

As illustrated by Figure 5, model MSTd cells exhibited Gaussian tuning to spiral stimuli
centered on their receptive fields. The mean standard deviation of the Gaussian for the entire

model cell population was found to be 59.&nd the mean goodness of fit was r = 0.98. For
comparison, the Gaussian fit of Graziagtal (1994) to their data had a mean standard deviation

of 61°, and a mean r = 0.97. Thus the model’'s assumptions of Gaussian tuning to log polar

10
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Figure 5: Tuning curve for a spiral-selective model cell fit to a Gaussian with standard deviation

50°, r=0.99 (bottom). Spiral stimuli similar to those used by Grazienal. (1994) were placed
in the center of each cell's receptive field to obtain the selectivity. This cell is typical of the

model cell population, which had an average r value of 0.98, and standard deviatiof.of 59.8

motion direction imply more than Gaussian spiral tuning with respect to the fovea, as summarized
in Figure 2. Surprisingly, this hypothesis also implies spiral tuning for stimuli centered on cells
with non-foveally centered receptive fields, and this model emergent property quantitatively
matches data from MSTd cell recordings.

We studied this relationship further by plotting the average standard deviation of spiral
tuning, as a function of the tuning widthof model MT cells, as defined in equation (4). Figure 6

shows that the average standard deviation of spiral tuning Q~féand by Grazian@t al. (1994)

in MSTd emerges from the model’s use of the average standard deviation of direction turfing (38
that was found in MT by Albright (1984). The key hypothesis that makes this predictive linkage
work is that spiral tuning is defined with respect to the fovea, in log polar coordinates

Spiral PreferencesThe next simulation examined the distribution of model cells that prefer each
type of spiral stimulus. This was determined by selecting the spiral stimulus that yielded the best
response for each cell. Figure 7a summarizes the data of Gragiah@d1994) showing that the
distribution was biased heavily toward cells that prefer expansion, with very few cells responding
best to contraction. In the model, this distribution was controlled by parameteequation (7),

and the value oB was set to provide a good visual fit to the data of Grazianal. (1994). As

such, this result is not an emergent property of the model, but was used to constrain the
distribution of cell types, which plays an important role in other simulated emergent properties,
such as those that are described below.

Spiral position invariance. The log polar coordinate system defines a space-variant
representation (Figure 3b), meaning that the interpretation of motion direction depends on the
location of the stimulus in the visual field. As a result, it is expected that moving the center of an
optic flow stimulus may change the way in which neurons encode the stimulus. The degree to
which the neuronal response changes with displacements of stimulus location can be used to
guantify deviations from position invariance.

Grazianoet al. (1994) found that their spiral-tuned cells exhibited some degree of position
invariance. This was measured by presenting the full set of spiral stimuli at two different

locations in each cell's receptive field. The stimuli used were %LhSiameter, and the two

11
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tuning curve for a model cell (59’8 The average spiral tuning found by Graziaetal. (1994
was 6. The vertical dotted line shows that this spiral tuning emerges as a result of theraverag
tuning width (38) of MT cells found by Albrighet al (1984).

locations were separated by a vertical displacement & 8&azianoet al. (1994) categorized
optic flow stimuli using a method similar to that defined in Figure 3a. In their “spiral space”,

clockwise motion corresponded t8, @xpansion motion to $9counterclockwise motion to 180
and contraction to 270 A spiral stimulus consisting of expansion combined with clockwise

circular motion corresponded to %45and other spirals were defined analogously. The angular
difference in spiral space between the stimuli that evoked the strongest response at each position

was then used as a measure of the cell’s position invariance. A differenCewafudd indicate
complete invariance, while no invariance would be indicated by an average differencé. of 90

Grazianoet al. (1994) found that the mean difference was P0(Gr all spiral tuned cells,
including those tuned to the cardinal directions of expansion, contraction, and rotation.

Model MSTd cells display a similar type of position invariance. We presented each model cell
with a set of spiral stimuli, as defined in Appendix 1. The stimuli were presented at an upper and

lower position vertically displaced by & &vith respect to the center of the receptive field and the
best response was calculated in each case. The mean difference in response selectivity for all

spiral-tuned cells in the model was 4.3Thus, model MSTd cells are strongly position-invariant

for small displacements of the stimulus, despite the fact that the underlying log polar
representation is space-variant. However, this position invariance is not absolute, but rather is
dependent on the size of the stimulus displacement. As described in subsequent simulations, the
model predicts position-varying responses for larger displacements of the stimulus, and also for
variations in the model parameter(in equation (4)) that controls direction selectivity in model

MT cells.

12
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Figure 7: Preferred spiral direction for (a) 57 MSTd cells and for (b) 49 model cells. Each arrow
represents a cell. For each cell, the preferred direction was found by fitting the tuning curve with
a Gaussian function. [Part (a) reprinted with permission from Graeizalo(1994).]

Dependence of position invariance on spiral tunig mentioned in the Methods section, we set

the model direction tuning parameter ¢o= 38° to match the direction tuning for MT cells.
During our simulations, it was observed that this parameter had a strong influence on the position
invariance of model MSTd cells. To examine this effect quantitatively, average position
invariance was calculated across the model MSTd cell population as a function of the parameter
0, using the same method as Graziatoal. (1994), as described for the previous simulation.

This measure tests the average change in spiral stimulus preference due® teeiical
displacements of the center of optic flow stimulation. Position invariance was quantified as the
reciprocal of this value, so that large changes in stimulus preference implied little position
invariance, and conversely.

Remarkably, model position invariance peaks very near the point at which biologically
observed spiral tuning curves emerge (Figure 8). In other words, direction tuning in areas MT and
MSTd of the primate visual system seems to be optimized for realizing the maximally position-
invariant computation of optic flow that is possible in space-variant log polar coordinates. This
result is crucial to understanding how MSTd processes optic flow, since it can be argued that a
position-invariant system cannot be specialized for guiding self-motion (Geesaman and Andersen,
1996), given that effective computation of heading depends upon spatial localization of the center
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Figure 8: Position invariance in model cells as a function of the standard deviation of the Gauss-
ian selectivity for log polar motion direction. This value is givendyn equation (4), and con-
trols the model’s tuning to spiral stimuli (Figure 6). Position invariance peaks near the value

observed physiologically (6}, indicated by the dotted line.

of expansion motion. However, it should be noted that the observed position invariance in the
model and in MSTd is far from absolute. In subsequent simulations, it is demonstrated that the
model’s ability to compute self-motion is largely unaffected by its limited measure of position
invariance. The functional implications of this result are examined further in the Discussion.

Reversal of selectivityThe position invariance found by Graziaebal. (1994) appears to depend

on how much the center of the test stimulus is displaced. Small displacement$ yiellGed
strongly position-invariant responses, but other studies have shown less position invariance for
larger displacements of the motion stimulus (Duffy and Wurtz, 1991b; Oebah, 1992; Lagae

et al, 1994; Lappeet al., 1996). These latter studies quantified the failure of position invariance

in terms of a reversal in direction selectivity when stimulus position was changed. Many MSTd
cells respond to one type of motion (e.g., expansion) for a stimulus at one position in the visual
field, and the opposite type of motion (e.g., contraction) for a stimulus in a different portion of the
visual field. The displacement necessary to cause a reversal in selectivity is generally between

15° and 86.

Lappeet al. (1996) tested the reversal of selectivity in MSTd cells by presenting full field optic
flow stimuli centered at various locations in the visual field. The 17 stimuli were centered at
different locations on a ring around the fixation point. One ring had a radiusédcentricity,
and the other 40eccentricity. Each ring contained 8 stimulus centers, and the remaining stimulus
was centered on the fixation point. A cell was considered to have reversed its selectivity if it was
found to be selective (direction index > 0.5) for one direction of motion at one location, and
selective for the opposite direction of motion at another stimulus location. Comparisons were
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made within each ring, and the central stimulation point was included in both rings, so that each
test for reversal consisted of placing the stimulus at 9 different points in the visual field. The

results indicate that rotation cells reversed selectivity in 27% and 87% of the cases fof &rel15

40° rings, respectively. Expansion cells reversed selectivity for 28% and 78% of the cells for the
inner and outer rings, respectively. See Figure 9a.

The model was tested using the same stimulus conditions. Since eapp€1996) used full-
field stimulation, each model cell received input across its entire receptive field. A cell was
identified as direction-selective for a stimulus centered on a given point if its response to that
stimulus was more than twice the response to the opposite stimulus. Rotation cells reversed their
selectivity in 16% and 88% of the cases, for the inner and outer rings, respectively. Expansion
cells showed a reversal for 29% and 90% of the cells for the inner and outer rings, respectively.
The model simulations are depicted in Figure 9b. The model hereby reconciles the results of
Lappeet al. (1996) showing position-varying responses with those of Grazgrah (1994) on
approximate position invariance. The log polar space-variance of the model is crucial to
understanding this result, since the degree of position invariance depends on the size of the
stimulus displacement.

How does a model cell reverse its selectivity for optic flow stimulation? As mentioned

previously, the reversal of selectivity is an extreme type of position-dependent response in which

the spiral preference changes by 48his is in large part due to the fact that opposite types of
stimuli can contain similar motion types in local regions. For instance, to a cell with a receptive
field centered near the fovea, an expansion stimulus centered at the far right of the visual field
appears similar to a contraction stimulus centered at the far left of the visual field. Both types of
stimuli contain primarily leftward motion across the fovea. Since most cells are centered within

the central 38 of the visual field (Tanakat al., 1989), changes in stimulus position across large
regions of space increase the chance of a reversal in selectivity. These results therefore support
the model approach of basing cell selectivity on local motion directions. Models which consist of
templates for global motion patterns tend to exhibit greater position invariance for larger stimulus
displacements (Perrone and Stone, 1998), and therefore could not explain this result.

Average response curvelLappeet al. (1996) also measured the average response curve for the
MSTd cell population (Figure 10a). Using the ring configuration described above, they found that
MSTd cells exhibited a monotonic (sigmoidal) change in activity as the center point of a preferred
optic flow stimulus was moved across the visual field in a particular direction. This was
guantified as a response gradient for optic flow stimulation centered at points along a line that
connected the fovea to the point of maximal response. For example, if a cell responded best to
stimulation in the left part of the visual field, then the gradient was measured from left to right.

This effect was simulated using the same stimuli as in the previous simulation. The best
response location was calculated, and the response gradient was calculated along stimulus
locations that were colinear with the fovea and the best response center. For stimuli with peaks at
the fovea, the gradient was calculated along a line connecting the fovea and the second best
response. The results were then averaged for all cells in the population. The results for the
expansion stimuli are shown in Figure 10b.

Preference for center of motionThe results of Lappet al. (1996) indicate that, on average,
MSTd neurons respond more strongly as the center of an optic flow stimulus is moved farther into
the retinal periphery. However, Duffy and Wurtz (1995), using a similar experimental paradigm,
found that many MSTd cells responded more strongly to motion centered on the fovea than to any
other motion stimulus. They also found that some MSTd cells showed a decrease in response as
the center of the optic flow stimulus was moved beyond a given point in the periphery. These

15



€) 100

S
W 80
O
b
i
o
W 60
m
o
a
)
o 40
N
o
L
o
W 20
0
(d) 100
S
w80}
O
p
m
0
W o}
m
o
o
O 40}
0
o
m
>
W 20f
n: %

EXPANSION/ CIRCULAR

CONTRACTION
Figure 9: Percentage of cells showing a reversal of direction selectivity for MSTd (a) and for the
model (b). A reversal of direction selectivity was defined as a preference (direction index >0.5)
for one type of optic flow (e.g., expansion) in one part of the visual field, and a preference for the
opposite type of optic flow (e.g., contraction) in another part of the visual field. Textured bars

indicate testing at %eccentricity. Dark bars indicate testing at®4€ccentricity. [Part (a)
adapted from Lappet al (1996)].

16



@

50

45

40

35

30

SPIKES/SEC

25

20

15& 0 -80 -20 -10 0 10 20 30 0

(b)

140}
120}

=
o
o

80}
60}

AVERAGE ¥;

401

20}

40 30 20 -10 U 10 20 30 0
ECCENTRICITY (DEG)

Figure 10: Average response curves for cells in MSTd (a) and the model (b). Average responses
are computed by measuring each cell’s activity along its preferred axis of stimulation in the visual
field. These responses were then averaged across the cell population. [Part (a) adapted from
Lappeet al (1996)].

results are not necessarily inconsistent, since the peripheral stimuli in the study of étagpe
(1996) were presented in eight different locations, and were therefore weighted more than the
central stimuli in the computation of the average response. Also, Leippe(1996) only tested

their stimuli out to 48 eccentricity, whereas Duffy and Wurtz (1995) moved their stimuli as far as
90°. Thus the monotonically increasing response found by Lappé (1996) could be a result of

their not having tested a large enough range of optic flow positions. We tested the model against
the stimuli used by Duffy and Wurtz (1995) to see if we could reconcile their results with the

apparently contradictory findings of Lappieal (1996).
In the Duffy and Wurtz (1995) experiments, optic flow stimuli were presented at different
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locations forming two concentric rings around the fovea. Each ring consisted of eight stimulus
centers, and the rings were located af 4Bd 9¢ eccentricity. Each cell was identified as
preferring the central Q) location, one of the eight eccentric &3ocations, or one of the eight

peripheral (98) locations. The results (Figure 11a) indicate that, for expansion stimuli, a
preference for one of the eight eccentric positions was most common, followed by the central
position and the eight peripheral positions. However,dingle stimulus site preferred by most
cells was the central stimulus.

The experiment of Duffy and Wurtz (1995) was simulated by presenting optic flow stimuli at
the visual field locations used in their experiment, and calculating the stimulus that gave the best
response for each cell. For model cells that responded to expansion, eccentric preferences were
most common, as shown in Figure 11b. Duffy and Wurtz (1995) reported increased peripheral
preferences for rotation cells, but in their sample, eccentric preferences were still the most
common. For model rotation cells (not shown), peripheral preferences were also most common.
Duffy and Wurtz (1995) found that the preferred centers of optic flow stimulation for a given cell
were spatially contiguous in the visual field. This was also verified in model MSTd cells.

Duffy and Wurtz (1995) also observed that cells which preferred motion fields centered on the
fovea were more selective in their responses than cells which preferred motion centered in the
periphery. That s, cells with center preferences showed drastically decreased responses when the
center of motion was moved off the fovea, but cells with peripheral preferences could tolerate
larger displacements. This finding is just the type of property that one expects from log polar
cortical magnification, because small retinal displacements near the fovea are magnified on the
cortex, while small retinal displacements in the visual periphery are compressed on the cortex.

The results from the studies of Duffy and Wurtz (1995) and Lagipa. (1996) on preferences
for optic flow stimulus locations are of particular relevance to the model hypothesis of log polar
motion tuning. Model cells exhibit the unimodal distribution of log polar preferred directions that
is defined by equation (7). This distribution favors expansion motion with respect to the fovea

(i.e., @ = 0°. Similarly, Duffy and Wurtz (1995) reported that the single most commonly
preferred center for expansion motion was the fovea. On the other hand, as in the data, there are
more model cells that respond to expansion motion at one of the eccentric positions than at the
fovea. One reason for this is simply that there are many eccentric positions, and only one central
position. This is relevant because circular motion around the fovea can be generated by centering
an expansion stimulus at an eccentric location (see Figure 12), and most model cells prefer a
component of circular motion about the fovea (specifiedgy>|0 in equation (3)) when both
polarities of circular motion are considered.

The only constraint placed on the distribution of direction preferences in the model was that it
approximate the distribution of spiral preferences found by Grazaab (1994). In the study of
Grazianoet al. (1994), stimulus position was held constant at the cell receptive field, while
different types of spiral optic flow stimuli were tried. In the studies of Duffy and Wurtz (1995)
and Lappeet al. (1996), stimulus type was held constant, while stimulus position was varied
across the entire visual field. The current model was able to simulate the findings of all three
studies with a simple unimodal distribution of cell types (equation (7)). This suggests that an
important factor in understanding MSTd cell properties is the space-variant manner in which they
relate stimulus position to motion direction, and that this relationship can be captured by a log
polar coordinate system. Thus, while previous models have focused on explaining the
representation of optic flow in MSTd as a consequence of the need to process heading
information, the current model suggests that the optic flow in MSTd may be a natural
consequence of the basic anatomy of cortical magnification. The next section considers how
navigationally useful quantities such as heading can be obtained from this representation.
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Heading Simulations

A number of psychophysical experiments have examined human heading perception in response
to different types of optic flow stimulation. Using computer-generated stimuli, experimenters
typically show subjects a simulated visual self-motion trajectory and ask them to indicate their
perceived heading direction. One consistent result has been that heading perception depends on
the simulated structure of the environment. Observers often perform differently if the simulated
self-motion consists of walking along a ground plane, as opposed to moving through a formless
cloud of points. The addition of depth cues seem to improve heading perception (Van den Berg
and Brenner, 1994a, 1994b), as does the addition of texture and occlusion cues (€udting
1997).

A controversial question regards the extent to which heading can be determined on the basis of
optic flow alone. This is measured psychophysically by presenting observers with a motion
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sequence depicting the changing flow field that would occur if an eye rotation were combined
with forward motion in some direction. Eye rotations are simulated while the observer fixates a
stationary point. After viewing each optic flow stimulus, the observer indicates the perceived
heading. Some studies indicate that heading can be perceived accurately under simulated eye
movement conditions (Van den Berg and Brenner, 1994a). However, other studies report that
heading perception is highly inaccurate unless a real eye movement is made (lRbgtlet094).

In a real eye movement condition, subjects pursue a moving fixation point, while only the
component of the flow field due to forward observer motion is displayed. Although the retinal
stimulation is the same in both cases, the presence of an eye movement signal appears to improve
heading accuracy. It has been suggested (Rowdeal, 1994) that the eye movement signal
causes the rotational component to be removed from the brain’s representation of the optic flow
field. The simulations summarized below show that model MSTd cells can predict human
heading judgments for different environmental layouts and eye movement conditions, thereby
clarifying when eye movements can improve accuracy and when they are unnecessary.

For heading simulations, the visual field was limited to a diameter 8ft@%&pproximate a
typical experimental configuration (Roydenhal., 1994; Van den Berg and Brenner, 1994a). The
input equations are described in Appendix 1. If the rotation rate changed over time, the flow field
was calculated to correspond to the mean eye rotation (real or simulated) during the trial. The
output® of the model was the preferred log polar direction of the most active cell in response to
the optic flow stimulus, as specified by equation (8).

Figure 12 illustrates how model MSTd cells can be related to heading azimuth for the case
of observer motion over a ground plane. The left column of Figure 12 shows typical optic flow
stimuli corresponding to various heading directions. The middle column shows that the dominant
direction of motion in log polar coordinates changes systematically with heading direction. The
right column shows how cells tuned to particular directions of log polar motion can be used to
estimate the heading angles shown in the left column. In particular, the dominant directions of log
polar motion in the middle column are transformed in the right column into Gaussian profiles that
peak at different spiral preferences. The progression down the rows of the left column from a
centered heading angle to a progressively eccentric heading angle is transformed in the rows of
the right column into a progression from expansion to spiral to circular motion. Figure 3a and
equation (3) show mathematically how this progression from expansion to spiral to circular
motion corresponds to increasing magnitudes of log polar motion direglidraken together, the
three columns in Figure 12 illustrate how increasingly eccentric heading angles correspond to
increasing magnitudes of the maximally activated log polar motion direafipag in equation
(8). For all simulations, the output was compared to the azimuth of the actual heading direction,
since this was the relevant quantity in the psychophysical experiments. The Discussion suggests
how the model could be expanded to encode both azimuth and elevation of heading.

Moving object, ground planeRoydenet al. (1994) tested heading perception for the situation
where an observer moves forward while fixating a moving object. If a real eye movement tracked
the object, then subjects accurately perceived their heading as straight ahead. However, if eye
movements were simulated, then heading judgments were strongly biased, as in Figure 13a. To
simulate these data, the model input was the flow field generated from observer motion across a
ground plane at 1.9 m/s at an eye height of 1.6m (the same values used by Rowlleh994;
Experiment 4). For the simulated eye movement case, the model input also contained a rotational

component, depicting the eye rotation necessary to track a moving object at rates Yséc- 5
Figure 13b shows how the model fits these data, relating the log polar motion dirgctmn
heading angle. In particular, when actual eye rotations occur (open symbols), heading estimates is
accurate in all cases, since the eye movement signal subtracts off the rotational flow, leaving pure
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Figure 12: Log polar mapping of heading stimuli. The left column shows the optic flow stimula-
tion that would appear on the retina for forward observer motion over a ground plane with no eye
movements for various heading eccentricities. The center column shows the log polar representa-
tion of each of these optic flow stimuli. The right column shows the response of model MSTd
cells tuned to various log polar motion directions. By analyzing motion in a log polar coordinate
system, these cells are capable of indicating the magnitude of the heading angle.
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expansion along the line of sight, to which the model is inherently sensitive. In the case of
simulated eye movements, heading estimates progressively deteriorates with increasing rate of
rotation.

Stationary object, ground plane, limited depth rany@n den Berg and Brenner (1994a) reported

that observers could accurately perceive their heading if the fixation point was rigidly attached to
the simulated ground plane (Figure 14a). Using a range of eye rotations similar to that of Royden
et al (1994) they found that heading accuracy was similar whether a real or a simulated eye
movement was made. The model input simulated the conditions used by Van den Berg and
Brenner (1994a) for testing heading perception over a ground plane that extended 40m in depth.
The fixation point was chosen on the ground plane at a distance of 5m from the observer. Thus the
ground plane was truncated at 35m beyond the fixation point (Figure 14a, solid line). Forward
observer motion was simulated at 3 m/sec at an eye height of 1.3m for 16 heading angles between

approximately -26and 28. Figure 14b (solid line) shows the model output fit to a line of slope
1.54 by minimization of squared error (r=0.96). The results show that sensitivity was maintained
in log polar space for this stimulus configuration, across a range of rotation rates similar to that
used by Roydert al. (1994). The model suggests that a real eye movement is not necessary for
computation of heading over a ground plane, because the retinal stimulation approximates a
spiral, for which model cells are inherently selective.

For the real eye movement case, the rotational portion of the flow field is subtracted off, leaving
an expansion stimulus centered on the direction of heading, rather than a spiral centered on the
fovea. We tested the model with this stimulus in order to examine to what extent the simulated
and real eye movement conditions could be equated by processing in log polar coordinates. Self-
motion over a ground plane with rotational flow subtracted does indeed generate a reasonably
coherent direction in log polar space (Figure 12). Simulation results indicated that the best-fitting
line relating log polar motion direction to heading angle had a slope of 1.75 (r=0.93), indicating a
bias away from the fixation point relative to the simulated eye movement condition. A similar
bias was found for real eye movement trials by Van den Berg and Brenner (1994a) and Van den
Berg (1996). Taken together, these results indicate that a single set of spiral-tuned cells can
compute heading in a consistent fashion in the presence or absence of a subtractive efference copy
signal. These results also suggest that such flow fields contain sufficient visual information for the
brain to extract heading direction without the need for the type of high-level reasoning posited by
Roydenet al (1994).

In th