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(7) ABSTRACT

Pixel data forming an image is clustered into groups of data
of similar color. Pixels of approximately the same color form
one cluster. A vigilance parameter determines how many
clusters are derived and how wide a range of colors are
included in a cluster. The process for allocating input vectors
into clusters is based upon a minimum distance measure to
multiple prototype vectors. A given image frame is allocated
into clusters in an iterative process. A subset of clusters from
an initial image frame are treated as featured clusters. The
featured clusters correspond object(s). To track the object,
input vectors in subsequent frames are tested to determine
whether they correspond to a featured cluster. A scene
change is detected when more than a prescribed number of
prototype vectors have changed by more than a predeter-
mined amount.
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COLOR CLUSTERING FOR SCENE
CHANGE DETECTION AND OBJECT
TRACKING IN VIDEO SEQUENCES

BACKGROUND OF THE INVENTION

This invention relates to a method and apparatus for
clustering color data in video sequences, and more particu-
larly to color clustering methods for detecting video
sequence scene changes and color clustering methods for
tracking objects in a video sequence.

Conventional methods for clustering color data of an
image are based on block truncation and vector quantization.
Block truncation of image data is a coding process in which
significant visual features are retained while other data is
discarded. Vector quantization is a process for mapping a
sequence of vectors into a digital sequence suitable for
communication over a digital channel and for storage on a
digital media. In a typical block truncation implementation
an image is divided iteratively to achieve an optimal number
of component subimages. Classification criterion is used to
truncate the data within a window. Each color class within
a window is represented by a corresponding mean color
vector. A linear vector quantizer determines a mapping of the
subimage pixels.

Another method for clustering data is found in pattern
learning and recognition systems based upon adaptive reso-
nance theory (ART). Adaptive resonance theory, as coined
by Grossberg, is a system for self-organizing stable pattern
recognition codes in real-time data in response to arbitrary
sequences of input patterns. (See “Adaptive Pattern Classi-
fication and Universal Recoding: II . . . ,” by Stephen
Grossberg, Biological Cybernetics 23, pp. 187-202 (1976)).
It is based on the problem of discovering, learning and
recognizing invariant properties of a data set, and is some-
what analogous to the human processes of perception and
cognition. The invariant properties, called recognition
codes, emerge in human perception through an individual’s
interaction with the environment. When these recognition
codes emerge spontaneously, as in human perception, the
process is said to be self-organizing.

It is desirable that neural networks implementing adaptive
resonance theory be capable of self-organizing, self-
stabilizing and self-scaling the recognition codes in response
to temporal sequences of arbitrary, many-input patterns of
varying complexity. A system implementing adaptive reso-
nance theory generates recognition codes in response to a
series of environmental inputs. As learning proceeds, inter-
actions between the inputs and the system generate new
steady states and basins of attraction. These steady states are
formed as the system discovers and learns critical feature
patterns that represent invariants of the set of all experienced
input patterns. This ability is referred to as plasticity. The
learned codes are dynamically buffered against relentless
recoding due to irrelevant inputs. The buffering process
suppresses possible sources of instability.

Adaptive Resonance Theory-1 (‘ART 1°) networks imple-
ment a set of differential equations responsive to arbitrary
sequences of binary input patterns. Adaptive Resonance
Theory-2 (‘ART 2°) networks self-organize stable recogni-
tion categories in response to arbitrary sequences of not only
binary, but also analog (gray-scale, continuous-valued) input
patterns. See “ART 2: Self-Organization of Stable Category
Recognition Codes for Analog Input Patterns,” by Gail A.
Carpenter and Stephen Grossberg. To handle arbitrary
sequences of analog input patterns, ART 2 architectures
employ a stability-plasticity tradeoff, a search-direct access
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tradeoff and a match-reset tradeoff. Top down learning
expectation and matching mechanisms are significant fea-
tures in self-stabilizing the code learning process. A parallel
search scheme updates itself adaptively as the learning
process unfolds. After learning stabilizes, the search process
is disengaged. Thereafter input patterns directly access their
recognition codes without any search. A novel input pattern
can directly access a category if it shares invariant properties
with a set of exemplars of that category. A parameter called
an attentive vigilance parameter determines how fine the
categories are to be. If vigilance decreases due to environ-
mental feedback, then the system automatically searches for
and learns finer recognition categories. If vigilance increases
due to environmental feedback, then the system automati-
cally searches for and learns coarser recognition categories.

An ART-2 network is modified to achieve an inventive
clustering and pattern recognition system of this invention.

SUMMARY OF THE INVENTION

According to the invention, a set of pixel data forming an
input image is clustered into groups of data of similar color.
All pixels of approximately the same color are grouped into
one cluster. A vigilance parameter determines how many
clusters are derived and how wide a range of colors are
included in a cluster.

In a sequence of image frames a given frame corresponds
to a data set. One member of the set is a data point. A data
point, for example, corresponds to a pixel and is coded using
RGB, YUV or another known or standard color coding
scheme. Each data point is an input vector. The input vectors
are grouped into clusters. A given cluster has a correspond-
ing centroid value, referred to herein as a prototype vector.
The prototype vector corresponds to a weighted centroid
(color) for such cluster.

The process for allocating input vectors into clusters is
based upon a minimum distance measure. An input vector is
allocated to the cluster having a prototype vector to which
the input vector is closest (i.e., minimal distance from the
cluster’s prototype vector). As a self-organizing control for
allocating data into clusters, a vigilance parameter, also
referred to herein as a vigilance value, is used. If the
minimum euclidean distance is not less than the vigilance
value, then a new cluster is defined. The input vector is the
initial prototype vector for such new cluster. Thus, an input
vector is allocated to a pre-existing cluster or a new cluster.

A given image frame is allocated into clusters in an
iterative process. According to one aspect of this invention,
after any given iteration the number of input vectors in each
resulting cluster is tested. If there are less than a threshold
number of input vectors in a cluster, then such cluster is
discarded. More specifically, the prototype vector for such
cluster is discarded. During a subsequent iteration for allo-
cating input vectors of the same image frame, the remaining
prototype vectors from the prior iteration are the initial
prototype vectors. The input vectors are compared to each of
these remaining prototype vectors to find the one prototype
vector to which is closest (e.g., minimum euclidean distance
between input vector and prototype vector; this corresponds
physically to the closest color). It is expected that the input
vectors in the discarded cluster from the preceding iteration
will be allocated among the old or into one or more new
clusters in the next iteration.

According to another aspect of this invention, self-
stabilizing of the clustering process is achieved by testing if
the number of input vectors in each cluster after an iteration
has changed by an insignificant amount. If only an insig-
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nificant change has occurred, then the iterative process is
complete, because clustering has stabilized for such image
frame. Otherwise another iteration, up to a prescribed maxi-
mum number of iterations, is performed.

According to another aspect of the invention, the final
prototype vectors for a given image frame are used as the
initial prototype vectors for the next image frame in a
sequence of image frames.

According to another aspect of the invention, a first
vigilance value is used for allocating input vectors of an
initial image frame, while a higher vigilance value is used
for allocating input vectors of subsequent image frames in a
related sequence of image frames.

According to another aspect of this invention, a select
subset of clusters from an initial image frame are treated as
featured clusters. The featured clusters correspond to one or
more objects within the initial image frame. Input vectors in
subsequent frames then are tested to determine whether they
correspond to a featured cluster. Presence of a given featured
cluster in each one of a sequence of image frames corre-
sponds to tracking of such featured cluster (and the corre-
sponding object) among the sequence of image frames.

According to another aspect of the invention, upon pro-
cessing any given image frame in a sequence of image
frames, if more than a prescribed number of prototype
vectors has changed by more than a predetermined amount,
then a scene change is considered to have occurred.
Specifically, the rate of cluster change is tracked from image
frame to image frame. If the rate exceeds a prescribed value,
then a scene change has occurred.

According to another aspect of this invention, if a scene
change is observed, then the image frame at which such
scene change occurs becomes an initial frame. Such image
frame then is processed as an initial frame. The prototype
vectors resulting for such initial frame then are the starting
prototype vectors for the subsequent frame.

According to an advantage of this invention, a fast reliable
method for tracking an object in a video sequence is
achieved. According to another advantage of the invention,
a fast reliable method for detecting scene changes in a video
sequence is achieved. These and other aspects and advan-
tages of the invention will be better understood by reference
to the following detailed description taken in conjunction
with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram of a pattern learning and recognition
system according to an embodiment of this invention; and

FIG. 2 is a diagram of an input, processing, output
sequence for a current image frame to be processed;

FIG. 3 is a flow chart for a method of pattern learning and
recognition according to an embodiment of this invention.

DESCRIPTION OF SPECIFIC EMBODIMENTS

Overview

A modified adaptive resonance theory-2 (“modified ART-
27) system is implemented to perform pattern learning and
recognition from a sequence of input image frames. Refer-
ring to FIG. 1, a sequence 10 of image frames 12 are input
to the modified ART-2 system 14. The system 14 processes
a current image frame 12 grouping the image frame contents
into clusters 16. Processing is performed for all or select
image frames 12. Referring to FIG. 2 an image frame 12 is
formed by an array of image pixels P. For a raster type image
frame, the image pixels are arranged into y rows and X
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columns. In a preferred embodiment the image pixels are
color image pixels coded according to a standard red, green,
blue coding scheme (e.g., NTSC), a standard yellow,
magenta, cyan and black coding scheme (YMCK), a stan-
dard luminosity, chrominance, brightness coding scheme
(e.g., YUV) or some other color coding scheme. Each image
frame is a set of data points. Each pixel is a data point. A data
point is referred to herein as an input vector. Input vector P;
corresponds to pixel P (x,,Y;) which for an RGB coding
scheme has a value (R,G,B). The system 14 processes a
sequence 18 of input vectors P corresponding to a given set
of data points (i.e., a current image frame 12). The input
vectors P are grouped into clusters 16.

Each cluster 16 is a learned or a recognized pattern. For
a first set of input data (i.e., an initial image frame) there is
no prior information for allocating the data points into
clusters. Thus, the patterns are learned. For subsequent sets
of data points (e.g., subsequent images in a sequence of
image frames), the patterns previously learned may be used.
Specifically, data points for a current set of data points
(image frame) are tested to try and recognize the prior
patterns in the new set of data points. The process for
analyzing the subsequent sets of data points is a recognition
process. During the recognition process, the previous
learned patterns also are updated and modified based upon
the new data.

Pattern Learning and Recognition

Referring to FIG. 3, the process (20) for pattern learning
and recognizing commences at step 22—“Do for each image
frame in sequence (10)” of image frames 12. According to
various embodiments, every image frame in the sequence 10
or select image frames in the sequence are processed. In the
preferred embodiment all frames are processed in sequence.
In an alternative embodiment every n-th frame is processed.
At step 24, the input vectors for the current image frame are
obtained. If the current image frame is an initial image frame
(step 26), then at step 28 various parameters are reset.
Further, if the current image frame is an initial image frame
then there are no clusters that have been started.

The current image frame 12 is processed in an iterative
manner (step 30). At step 32, an initial set of prototype
vectors for this processing iteration of the current image
frame is obtained. There is a prototype vector for each
cluster defined. If the current image frame is an initial image
frame, then there are no prototype vectors. The prototype
vector is a weighted centroid value based upon a history of
input vectors allocated to the corresponding cluster.

The process for allocating input vectors into clusters is
performed for each input vector (step 34). Such process is
based upon a minimum distance measure. In various
embodiments an euclidean distance, an absolute distance or
some other distance measure is used. In one embodiment the
euclidean distance is used. An input vector is allocated to a
cluster to which it has a minimal euclidean distance with the
cluster’s prototype vector. At step 36, the prototype vector
closest to the input vector is found. As a self-organizing
control for allocating data into clusters, a vigilance
parameter, also referred to herein as a vigilance value, is
used. A vigilance test is performed at step 38. If the
minimum euclidean distance is not less than the vigilance
value, then a new cluster is defined at step 40. The input
vector is assigned to such new cluster and becomes the
initial prototype vector for such new cluster. If the minimum
euclidean distance is less than the vigilance value, then the
input vector is assigned to the cluster corresponding to the
closest prototype vector at step 42. Thus, an input vector is
allocated to a pre-existing cluster or a new cluster.
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For a new learning and recognition process, there are no
prototype vectors to start with. Thus, the first input vector
will define an initial prototype vector for a first cluster. The
minimum distance between the next input vector and the
prototype vectors will be to the first prototype vector (since
at this point in the example there is only one prototype
vector). If such minimum distance exceeds the vigilance
value, then the second input vector becomes an initial
prototype vector for a second cluster. If, however, such
minimum distance is within the vigilance value distance,
then the second input vector is allocated to the first cluster.

If the second input vector is allocated to the first cluster,
then the prototype vector for such first cluster is modified at
step 44. The modified prototype vector for the first cluster
becomes the weighted centroid value for all data points
among the first cluster, based upon the following equation:

(old)

P, )+ w )

(new) _ |Icluster;

Ilcluster®®|| + 1

where,

W, "*")=new prototype vector for cluster k=new centroid

value;

W, ©=old prototype vector for cluster k=old centroid

value;

P(x,y)=input vector;

lcluster,*||=number of vectors in cluster k.

The influence of the new input vector in the cluster has a
weighted influence on the prototype vector of the cluster.
The weight is proportional to the number of input vectors in
the cluster, and thus, corresponds to a statistical centroid.
This process for updating the prototype vector provides a
self-scaling feature to the cluster learning and recognition
process.

This process is used for allocating each input vector of the
current image frame. Once all the input vectors have been
allocated in a given iteration, testing is performed to deter-
mine whether another iteration is needed and whether outlier
clusters are present.

For an initial data set where no information is previously
stored, one or more initial clusters are defined as above. An
iterative process is used, however, to achieve a self-
stabilizing quality to the clusters. Specifically, once the
entire data set has been processed, allocating the input
vectors into clusters, another iteration of allocating the input
vectors into clusters is performed. Prior to performing
another iteration, however, the clusters are analyzed for
quantity in an outlier test (see step 46). According to such
test, any cluster having less than a prescribed threshold
number of input vector members is discarded. More spe-
cifically the prototype vector is discarded and thus not used
in finding a minimum distance to input vectors during a
subsequent iteration. The input vectors in the discarded
cluster are considered to be outliers (e.g., noise).

Consider, for example, a data set including 30,000 data
values. Also, consider that after the first iteration, a first
cluster has 20,000 members, a second cluster has 8,000
members, a third cluster has 1985 members, and a fourth
cluster has 15 members. In this example, assume the pre-
scribed threshold value is 64. Because cluster 4 has less than
64 input vector members, it is discarded. It is expected that
many of the input vectors in this fourth cluster will be
allocated into another cluster during a subsequent reitera-
tion. Note that this is an example, and that the threshold
value may be prescribed as a matter of design, or based upon
empirical analysis.
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6

For the next iteration the prototype vectors from the
remaining clusters of the prior iteration are retained (step 32
of next iteration). In our example above, the prototype
vectors from the first three clusters are retained, while the
prototype vector from the fourth cluster is discarded. Each
input vector then is re-allocated to a cluster during this
subsequent iteration by determining the prototype vector to
which it has a minimum euclidean distance. If such mini-
mum distance is less than the vigilance value, then the input
vector is allocated to the cluster corresponding to that
prototype vector. If such minimum distance exceeds the
vigilance value, then the input vector defines a prototype
vector for a new cluster. According to various embodiments,
either the same or a different vigilance value is used during
the subsequent iterations.

Upon identifying a cluster into which an input vector is
allocated during a subsequent iteration, the prototype vector
(ie., weighted centroid) for such cluster is recalculated.
During the subsequent iteration the number of input vectors
in the cluster is not reset, but remains at its last count from
the prior iteration. Thus, the weighting influence of the
current input vector is less during the subsequent iteration
than during the prior iteration.

After the subsequent iteration is complete, like in the prior
iteration, any cluster having fewer than a prescribed thresh-
old number of input vector members is discarded (step 46).
The clusters then are tested for convergence (step 48) to see
if the number of input vector members in each cluster has
significantly changed. If the number has not changed
significantly, then the iterative process is complete. In this
sense, the process is self-stabilizing. If a cluster was dis-
carded for such iteration, such discarded cluster is consid-
ered to be an outlier and the members are considered as
noise.

The number of cluster members is considered to change
significantly if it has changed by more than a prescribed
number of data points or prescribed percentage, whichever
is larger. Such number and percentage are defined empiri-
cally. If the number of members has changed significantly
then a new iteration is performed (step 30). In the new
iteration, the remaining (e.g., non-discarded) prototype vec-
tors from the immediately prior iteration are used as the
initial prototype vectors for each remaining cluster (step 32).
The iterations continue until, either the number of members
in each cluster is not changed significantly (convergence test
at step 48), or a prescribed maximum number of iterations
has occurred. Such maximum number of iterations is deter-
mined as a matter of design or empirically.

For a sequence of image frames, in addition to learning
patterns found in the data, prototype patterns also can be
recognized when present in a current data set among the
sequence. For example, a set of prototype patterns (e.g.,
clusters) is found from a first data set in a sequence, (e.g., a
first image frame in a sequence of image frames) using the
learning processes described above. The prototype patterns
correspond to the final clusters after the learning process
self-stabilizes (or repeats for the maximum number of
iterations). A next image frame in the sequence 10 then is
processed (step 22) using the method as described above.
For such next image frame, rather than start with no proto-
type vectors, the final prototype vectors from the prior image
frame are used.

Specifically, each input vector in such next image frame
is allocated to a cluster by determining the prototype vector
to which it has a minimum euclidean distance (step 36). If
such minimum distance is less than the vigilance value (step
38), then the input vector is allocated to the cluster corre-



US 6,272,250 B1

7

sponding to that prototype vector (step 42). If such minimum
distance exceeds the vigilance value, then the input vector
defines a prototype vector for a new cluster (step 40). A new
cluster corresponds to a new prototype pattern. According to
various embodiments, either the same or a different vigi-
lance value is used for the subsequent image frames in the
sequence relative to that used for an initial image frame. In
a preferred embodiment, the vigilance value is increased for
the subsequent data sets, relative to that for the initial data
set.

Upon identifying a cluster into which an input vector is
allocated, the prototype vector (i.e., centroid) for such
cluster is recalculated. The number of input vectors in the
cluster is held over from the processing of the prior image
frame. Thus, the prototype vector is a weighted centroid
based upon multiple iterations of multiple image frames in
a sequence of image frames.

After all the input vectors of the current data set have been
allocated into clusters, another iteration of allocating the
input vectors into clusters is performed. Prior to performing
another iteration, however, the clusters are analyzed for
quantity in the outlier test (step 46). Any cluster having less
than a prescribed threshold number of input vector members
is discarded as described above for the initial data set. For
the subsequent iteration the prototype vectors from the
remaining clusters of the first iteration are retained. Each
input vector then is re-allocated to a cluster during the
subsequent iterations in the same manner as described
above.

Each image frame in the sequence is similarly processed.
In a preferred embodiment, the starting prototype vectors for
allocating input vectors of a current data set are the final
prototype vectors obtained during processing of the imme-
diately prior data set. Further the count of the number of
input vectors in a clusters is held over from prior iterations
and prior image frames. New clusters defined as the
sequence of data clusters continue correspond to new pro-
totype patterns. New prototype patterns may occur in an
image sequence, for example, due to an image object
insertion, deletion or change.

Detecting Scene Changes Within a Sequence of Image
Frames

In the course of processing a sequence of image frames of
a common scene, it is expected that much of the image
content is similar from image frame to image frame. As a
result, the defined clusters will be similar from image frame
to image frame. The hold over of the count of input vectors
in a cluster used in weighting the centroid of the cluster is
based upon such assumption. If while processing a given
image frame however, it is determined that the prototype
vectors for each one of several clusters have changed
beyond a threshold amount, then it is considered that the
scene being imaged has changed. Specifically, upon pro-
cessing any given image frame, if more than a prescribed
number of prototype vectors has changed by more than a
predetermined amount, then a scene change is considered to
have occurred.

Ascene change is determined by tracking a cluster change
ratio from image frame to image frame. Specifically, after
the iterative processing of input vectors for a current image
frame is complete, the cluster rate of change for that image
frame is derived at step 50. Cluster rate of change is derived
in a preferred embodiment using the following equation:
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ST -af
k=1

Rl =
N, total

where,

R/=cluster change ratio for image frame f;

N/=number of input vectors in cluster k of frame f (actual
number, not the count used in prototype vector centroid
which counts input vector for each iteration),

N,,..;=total number of input vectors in image frame f; and

n/=number of clusters in frame f.

Note that if the k-th cluster in frame f is a new cluster, then
N,/ is simply zero. A scene change is identified when the
cluster change ratio for an image frame f exceeds a pre-
scribed value, (e.g., 5%—10%). The prescribed value is
determined empirically or be design and may exceed the
example values of 5%-10%.

If a scene change is detected at step 50 for a current image
frame f, then at step 52 image frame f is set to be an initial
frame. Image frame f then is re-processed as the current
frame in step 24. Since it is an initial frame, parameters are
reset at step 28. Specifically, the prototype vectors are
discarded. Thus at step 32 there are no prototype vectors. As
a result, during processing of the first input vector, such
input vector will define a new cluster and become the
prototype vector for such cluster (step 40). Additional clus-
ter then are defined based upon whether the current input
vector is farther than the vigilance value distance away from
the prototype vector(s). Note that initially there are no prior
input vectors in each new cluster (cluster count=0 when first
deriving the weighted centroid of a new cluster).

Object Tracking Within a Sequence of Video Frames

An object can be tracked using the learning and recogni-
tion process described above. To do so, one or more proto-
type vectors are noted for a given image frame. Specifically,
the given image frame is processed as described above for
an initial image frame. One or more of the resulting clusters
serve as reliable indicators of the object presence within the
image frame. Such reliable indicator cluster(s) is referred to
herein as a featured cluster(s). In some embodiment, the
given image frame need not be processed as an initial data
set. Instead it may be a subsequent data set in which one or
more new clusters are defined which correspond to the
introduction of the object into the image sequence.

Once the feature cluster(s) are identified, and more spe-
cifically the prototype vector for such feature cluster(s), the
recognition of such cluster in subsequent image frames is
noted. Using the recognition process described above, the
input vectors of a subsequent frame are allocated into
clusters. If there are any of the final clusters for the subse-
quent image frame which correspond to a featured cluster,
then the object is considered to be present in such image
frame. For reliable object tracking, it is preferable that there
be several clusters found in each image frame. To increase
the number of clusters defined by the learning and recogni-
tion processes, the vigilance value is decreased.

According to another method of object tracking, upon
processing input vectors of an image frame to derive
clusters, clusters are identified which include pixels of a
desired object to be tracked. Of such clusters, one or more
clusters may serve as useful indicators of the object in the
frame. In one embodiment a cluster is evaluated to be a
useful indicator based upon the size of a “connected region”.
For example, if the input vector of a center pixel is identical
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to that of each of its 8 neighboring pixels, that input vector
is considered to be 8-connected. If some of those neighbor-
ing pixels also are 8-connected, all the 8-connected pixels
(and the neighboring pixels) form a connected region. A
cluster may have 0 or more areas of connected regions.

A connected region or regions in one cluster is used to
indicate the presence of an object. Similarly, such connected
region(s) in such one cluster together with connected region
(s) in other clusters may also serve as an indicator of the
object. Thus, the object is indicated by one or more con-
nected regions among one or more clusters. The object need
not encompass the entire cluster or clusters having the
connection region(s) being used.

Relational information among the indicating connected
regions is determined in each image frame in which the
object is desired to be tracked. The relational information
includes the geometry and relative distance between con-
nected regions or other information which relates one con-
nected region to another. If the relational information has not
changed significantly from one image frame to the next
image frame, then the object is considered to be present in
such one image frame and the next image frame. If the
relational information has changed significantly from one
image frame to the next image frame, then the object present
in the one image frame is considered not to be present in the
next image frame. Note that an object may be found present
in a next image frame even when it has moved relatively
within a frame (e.g., rotated, translated in plane of the
image). In various implementations, tracking complexity
can be added to handle 3-dimensional objects which move
or rotate in or out of the plane of the image. For
2-dimensional objects, the relational information is expected
to be generally similar from frame to frame, relative to that
of a rotating 3-dimensional object. What constitutes a sig-
nificant change is determined based upon design or by
empirical analysis.

Exemplary Host Computer System

The functions of the present invention preferably are
performed by programmed digital computers of the type
which are well known in the art. The host computer system
typically includes a display monitor, a keyboard, a pointing/
clicking device, one or more processors or multiprocessors,
random access memory (RAM), a non-volatile storage
device such as a hard disk drive, and other devices such as
a communication or network interface (e.g., modem; ether-
net adapter), a transportable storage media drive, such as a
floppy disk drive, CD-ROM drive, zip drive, bernoulli drive
or other magnetic, optical or other storage media. The
various components interface and exchange data and com-
mands through one or more busses. The computer system
receives information by entry through the keyboard,
pointing/clicking device, a network interface or another
input device or input port. The computer system may be any
of the types well known in the art, such as a mainframe
computer, minicomputer, or microcomputer.

The operator may view the sequence 10 of image frames
views 12 on the display. Further, each image frame and each
cluster may be viewed as a still frame. Such ability to display
a cluster or clusters is useful for identifying feature clusters
to use in object tracking. In one embodiment a cluster is
displayed in binary format (e.g., pixel ‘on’ if present in
cluster; pixel ‘off” if not present in cluster). In one embodi-
ment for viewing a given cluster, each pixel in the cluster is
displayed using the centroid value as the color for the pixel.
In some embodiments, one or more, even all, of the clusters
for a given image frame may be overlaid.

Meritorious and Advantageous Effects
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According to an advantage of this invention, a fast reliable
method for tracking an object in a video sequence is
achieved. According to another advantage of the invention,
a fast reliable method for detecting scene changes in a video
sequence is achieved.
Although a preferred embodiment of the invention has
been illustrated and described, various alternatives, modifi-
cations and equivalents may be used. For example, although
a first image frame in a sequence is determined to be an
initial frame and a frame for which a scene change is
identified also is determined to be an initial frame, an
operator also may reset the system at any time to identify a
current image frame as an initial image frame. This is useful
for example in object tracking where an operator selects a
current image frame to start tracking an object.
Therefore, the foregoing description should not be taken
as limiting the scope of the inventions which are defined by
the appended claims.
What is claimed is:
1. A method for clustering input vectors of a current set of
input vectors in a sequence of sets of input vectors, in which
the current set of input vectors corresponds to a current
image frame being processed and the sequence of sets of
input vectors corresponds to a sequence of image frames, the
method comprising the steps of:
identifying a set of prototype vectors for use in allocating
the input vectors of the current set of input vectors into
a plurality of clusters, wherein there is a one to one
correspondence between the set of prototype vectors
and the plurality of clusters;
allocating the input vectors of the current set of input
vectors into a plurality of clusters of input vectors,
wherein during the step of allocating, the set of proto-
type vectors changes dynamically resulting in a modi-
fied set of prototype vectors after all input vectors of the
current set of input vectors are allocated among the
plurality of clusters, each cluster among the plurality of
clusters having a number of allocated input vectors; and

after the step of allocating, discarding any prototype
vector among the modified set of prototype vectors for
which a corresponding cluster among the plurality of
clusters has less than a specific number of allocated
input vectors.

2. The method of claim 1, further comprising the step of:

iteratively repeating the steps of identifying, allocating

and discarding for one of either of a maximum number
of iterations or until the respective number of allocated
input vectors for each cluster among the plurality of
clusters stabilizes from a prior iteration to a current
iteration, which ever occurs first.

3. The method of claim 1, further comprising the step of:

iteratively repeating the steps of identifying, allocating

and discarding until the respective number of allocated
input vectors for each cluster among the plurality of
clusters stabilizes from a prior iteration to a current
iteration.

4. The method of claim 3, in which during a first iteration
for clustering input vectors of a first image frame among a
sequence of image frames, there are no initial prototype
vectors, and wherein for a first input vector of the first image
frame, the first input vector is allocated to a new cluster, the
prototype vector for the new cluster being set to the first
input vector.

5. The method of claim 3, in which the modified set of
prototype vectors after the step of discarding during one
iteration is the set of prototype vectors identified in the
identifying step of a subsequent iteration.
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6. The method of claim 1, further comprising the step of:

iteratively repeating the steps of identifying, allocating

and discarding for a prescribed number of iterations.
7. The method of claim 1, in which the step of allocating,
comprises the step of changing the prototype vector for a
given cluster of the plurality of clusters when an input vector
is allocated to said given cluster by determining a statistical
centroid of input vectors allocated to the given cluster.
8. The method of claim 1, in which the step of allocating,
comprises the steps of:
deriving a vector distance magnitude between a current
input vector of the current set of input vectors and each
prototype vector of the set of prototype vectors;

identifying a minimum vector distance magnitude among
the derived vector distance magnitudes;

identifying the prototype vector corresponding to the

minimum vector distance magnitude;

when the minimum vector distance magnitude is less than

a vigilance value, allocating the current input vector to
a cluster corresponding to the identified prototype
vector, and altering the identified prototype vector as a
function of the current input vector;

when the minimum vector distance exceeds the vigilance

value, allocating the current input vector to a new
cluster, using the current input vector as a prototype
vector for such new cluster, and including the prototype
vector for said new cluster within the set of initial
prototype vectors.

9. The method of claim 8, in which the method is repeated
for subsequent image frames among the set of image frames,
and further comprising the step of:

increasing the vigilance value after clustering input vec-

tors of a first image frame among the sequence of image
frames prior to clustering input vectors of a subsequent
image frame among the sequence of image frames.

10. The method of claim 1, in which the method is
repeated for subsequent image frames among the set of
image frames, and further comprising the step of:

detecting a scene change among the sequence of image

frames.

11. The method of claim 10, in which the step of detecting
a scene change comprises the step of:

tracking a clustering change ratio for each image frame

among the sequence of image frames.

12. The method of claim 1, in which the method is
repeated for subsequent image frames among the set of
image frames, and further comprising the step of:

identifying a feature cluster among the plurality of clus-

ters achieved during allocating a current set of input
vectors, wherein the feature cluster includes an indica-
tor of presence of an object in the current image frame;
tracking the object through subsequent image frames
among the sequence of image frames by monitoring
said indicator while the method is repeated for subse-
quent image frames among the set of image frames.

13. The method of claim 12, in which a first value is used
during the initial frame for the vigilance value, and in which
the vigilance value is increased after clustering input vectors
of the initial image frame during a common scene.

14. The method of claim 1, in which the method is
repeated for subsequent image frames among the set of
image frames, and further comprising the step of:

detecting a scene change among the sequence of image

frames;

in response to a scene change detection, processing the

current image frame as an initial image frame to reset
the set of prototype vectors and reset the corresponding
clusters.
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15. A method for clustering input vectors of a current set
of input vectors in a sequence of sets of input vectors, in
which the current set of input vectors corresponds to a
current image frame being processed and the sequence of
sets of input vectors corresponds to a sequence of image
frames, the method comprising the steps of:

identifying a set of prototype vectors for use in allocating
the input vectors of the current set of input vectors into
a plurality of clusters, wherein there is a one to one
correspondence between the set of prototype vectors
and the plurality of clusters;

allocating the input vectors of the current set of input
vectors into a plurality of clusters of input vectors,
wherein during the step of allocating, the set of proto-
type vectors changes dynamically resulting in a modi-
fied set of prototype vectors after all input vectors of the
current set of input vectors are allocated among the
plurality of clusters, each cluster among the plurality of
clusters having a number of allocated input vectors;

after the step of allocating, discarding any prototype
vector among the modified set of prototype vectors for
which a corresponding cluster among the plurality of
clusters has less than a specific number of allocated
input vectors; and

iteratively repeating the steps of identifying, allocating
and discarding until the respective number of allocated
input vectors for each cluster among the plurality of
clusters stabilizes from a prior iteration to a current
iteration.

16. The method of claim 15, in which the step of
allocating, comprises the step of changing the prototype
vector for a given cluster of the plurality of clusters when an
input vector is allocated to said given cluster by determining
a statistical centroid of input vectors allocated to the given
cluster.

17. The method of claim 15, in which the step of
allocating, comprises the steps of:

deriving a vector distance magnitude between a current
input vector of the current set of input vectors and each
prototype vector of the set of prototype vectors;

identifying a minimum vector distance magnitude among
the derived vector distance magnitudes;

identifying the prototype vector corresponding to the
minimum vector distance magnitude;

when the minimum vector distance magnitude is less than
a vigilance value, allocating the current input vector to
a cluster corresponding to the identified prototype
vector, and altering the identified prototype vector as a
function of the current input vector;

when the minimum vector distance exceeds the vigilance
value, allocating the current input vector to a new
cluster, using the current input vector as a prototype
vector for such new cluster, and including the prototype
vector for said new cluster within the set of initial
prototype vectors.

18. The method of claim 17, in which the method is
repeated for subsequent image frames among the set of
image frames, and further comprising the step of:

increasing the vigilance value after clustering input vec-

tors of a first image frame among the sequence of image
frames prior to clustering input vectors of a subsequent
image frame among the sequence of image frames.

19. The method of claim 15, in which the method is
repeated for subsequent image frames among the set of
image frames, and further comprising the step of:
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detecting a scene change among the sequence of image
frames.
20. The method of claim 19, in which the step of detecting
a scene change comprises the step of:

tracking a clustering change ratio for each image frame
among the sequence of image frames.
21. The method of claim 15, in which the method is
repeated for subsequent image frames among the set of
image frames, and further comprising the step of:

identifying a feature cluster among the plurality of clus-
ters achieved during allocating a current set of input
vectors, wherein the feature cluster includes an indica-
tor of presence of an object in the current image frame;

tracking the object through subsequent image frames
among the sequence of image frames by monitoring
said indicator while the method is repeated for subse-
quent image frames among the set of image frames.
22. A method for clustering color input vectors of a
current set of color input vectors in a sequence of sets of
color input vectors, in which the current set of color input
vectors corresponds to color values of pixels within a current
image frame being processed and the sequence of sets of
color input vectors corresponds to color values of pixels
within each one image frame of a sequence of image frames,
the method comprising the steps of:
identifying a set of prototype vectors for use in allocating
the color input vectors of the current set of color input
vectors into a plurality of clusters, wherein there is a
one to one correspondence between the set of prototype
vectors and the plurality of clusters;
allocating the color input vectors of the current set of
color input vectors into a plurality of clusters of color
input vectors, wherein during the step of allocating the
set of prototype vectors changes dynamically resulting
in a modified set of prototype vectors after all color

14

input vectors of the current set of color input vectors are
allocated among the plurality of clusters, each cluster
among the plurality of clusters having a number of
allocated input vectors; and
after the step of allocating, discarding any prototype
vector among the modified set of prototype vectors for
which a corresponding cluster among the plurality of
clusters has less than a specific number of allocated
color input vectors.
23. The method of claim 22, in which the method is
repeated for subsequent image frames among the set of
image frames, and further comprising the step of:

w

10

detecting a scene change among the sequence of image

frames;

in response to a scene change detection, processing the

current image frame as an initial image frame to reset
the set of prototype vectors and reset the corresponding
clusters.
24. The method of claim 23, in which the method is
repeated for subsequent image frames among the set of
image frames, and further comprising the step of:
identifying a feature cluster among the plurality of clus-
ters achieved during allocating a current set of input
vectors, wherein the feature cluster includes an indica-
tor of presence of an object in the current image frame;

tracking the object through subsequent image frames
among the sequence of image frames by monitoring
said indicator while the method is repeated for subse-
quent image frames among the set of image frames;

in which a first value is used during the initial frame for
the vigilance value, and in which the vigilance value is
increased after clustering input vectors of the initial
image frame during a common scene.
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