GUI > Model > Description
[image: image1.png]: @& e o o o

AN

1 & e e e o





Figure 1. Depiction of how the outstar learning law (Grossberg, 1976) changes weights of connections from the winning node at a coding field F2 that diverge onto an input field F1. With outstar learning, these efferent weights eventually learn to expect the input activation pattern.
Outstar learning law

This law governs the dynamics of feedback weights from nodes in a coding field F2 to nodes in an input field F1 within a standard competitive neural network in an unsupervised manner (Grossberg, 1976). This learning models how a neuron in the brain can learn a top-down template corresponding to a particular input pattern. The mathematical description of outstar learning law is as follows:
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 represent activity at nodes #i and #j in F1 (input) and F2 (coding) fields, respectively, 
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 is the adaptive weight of the feedforward connection from node #i in F1 field to node #j in F2 field, and 
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 is the adaptive weight of the feedback connection from node #j in F2 field to node #i in F1 field. This law incorporates Hebbian learning and pre-synaptically gated decay. As per Equation (1), learning occurs only for weights that diverge from active nodes in the F2 field. Typically, learning is further confined to weights projecting away from the most active node in the F2 field assuming winner-taking-all coding in the network. This is called competitive learning. 
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